Pricing strategies and models
Alexandre Dolgui, Jean-Marie Proth

To cite this version:

HAL Id: emse-00673983
https://hal-emse.ccsd.cnrs.fr/emse-00673983
Submitted on 26 Nov 2021

HAL is a multi-disciplinary open access archive for the deposit and dissemination of scientific research documents, whether they are published or not. The documents may come from teaching and research institutions in France or abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est destinée au dépôt et à la diffusion de documents scientifiques de niveau recherche, publiés ou non, émanant des établissements d’enseignement et de recherche français ou étrangers, des laboratoires publics ou privés.

Distributed under a Creative Commons Attribution - NonCommercial 4.0 International License
Pricing strategies and models
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Price is a major parameter that affects company revenue significantly. This is why this paper starts by presenting basic pricing concepts. Strategies, such as market segmentation, discount, revenue management, price skimming, are introduced. A particular attention is paid to the relationship among margin, price and selling level. Then, the impact of prices on selling volume is analyzed, and the notion of selling curve is introduced. Related pricing methods are discussed such as price testing, cost-plus method, involvement of experts, market analysis and customer surveying. Included in the last category is the conjoint measurement concerned with finding what parameters of the items are important to customers. The profile method and a simplified version, the two-factor method, are also detailed. They provide a set of part-worths (i.e., numerical values) for each tester. In other words, the opinion of each tester can be represented by a point in a space whose dimension is the number of part-worths. By applying a clustering method, specifically $K$-mean analysis, a limited number of clusters can be obtained, each of them representing a market segment. A deterministic pricing model with time-dated items is also analyzed. This model provides practical insights into pricing mechanisms.

1. Introduction

Three non-exclusive ways exist to increase the competitiveness of a production system:
- decrease production costs;
- increase the market share; and/or
- adjust the prices to the state of the market.

Adjusting the prices is called pricing strategy. A pricing strategy has as goal to establish an optimum price with current profit maximization, maximization of the number of units sold, etc.

In production management, historically, the objectives were the reduction of production costs and augmentation of market shares. Significant (and costly) efforts have been made in companies to reduce the expenses. For instance, in the automotive industry and banking sectors, costs have been reduced by 30–50\% within the last 10 years. Increasing a market share, which is also costly, depends on the competitiveness of the company. In turn, competitiveness depends also on the ability of the company to meet customer’s requirements.

After a long period when in production management the principal objective was the reduction of costs and increase of the market share, now more and more researchers try to deal with the non sufficiently studied problem of adjustment of the prices to the state of the market. This area is called pricing or revenue management.

This paper deals with this new domain for production managers which concerns how the prices influence company revenues. It should be noted that changing a price is obviously easier and faster than developing a process to reduce production costs or to increase the market share. Furthermore, the price parameter influences directly and strongly profit margin as well as market share. It has been shown that modifying the price by 1\% results in the change of at least 10\% in everyday consumption.

Thus, price as an adjustment parameter for profit is the easiest and fastest way to increase competitiveness.
Indeed, setting a price is the first step of any selling process and we will discuss this point, but pricing strategy does more. It tries to take advantage of:

- Time by playing with seasonality of demand, for example.
- Customers’ preferences and purchasing behavior.
- Spectrum of available products.

These aspects are the most important when pricing is concerned and not exclusive. As mentioned in (Talluri & Van Ryzin, 2004), pricing strategy is beneficial when:

- Customers are heterogeneous, which means that their purchasing behavior over time varies, their willingness to pay varies from customer to customer, and they are attracted by different benefits offered by the same type of products.
- Demand variability and uncertainty are high, which guarantees a flourishing revenue to those who master pricing.
- Production is rigid, which encourages playing with prices when demand varies.

Note that the pricing problem is novel for production management but has been extensively studied in other fields. Initially, pricing has been used by said airline industry (Belobaba, 1987, 1989) and (Belobaba & Wilson, 1997), followed by retailers (Bernstein & Federgruen, 2003) and (Chen, Federgruen, & Zheng, 2001), hotel industry (Bitran & Gilbert, 1996; Bitran & Mondshein, 1995) and, more recently, by companies in the energy sector. Note that these sectors are characterized by production (or offer) rigidity, variability of demand and heterogeneity of customers. Interesting research work has been performed in the case of time dated items (Gallego & Van Ryzin, 1994). Unfortunately, very restrictive assumptions were introduced to reach analytical results.

The rest of this paper is organized as follows. In Section 2, we review the most common strategies used to define prices in order to maximize revenue. In Section 3, we discuss the links between selling level, price and costs. The selling curve that connects the price to the sales volume can be obtained as will be shown in Section 4. The conjoint measurement helps finding the characteristics of importance to customers in an item. This will be explained in Section 5. Section 6 provides some insights on pricing strategy for oligopoly markets, that is to say markets high time dated products dominated by a small number of providers, each of them being aware of the actions of the competitors, having the same access to technologies and resources, and the freedom to enter or exit the system at any time and freely. In Section 7, we propose an analytical dynamic pricing model. Section 8 is the conclusion.

2. Common pricing strategies

2.1. High and low price strategies

High price is accepted if it agrees with the value of the product perceived by the customers, otherwise such a strategy leads to commercial failure.

Note that while price plays a role, it is not always decisive, in particular when the product is new on the market. A recent example is the strategy of Apple to dominate in the MP3 player market: Apple based its marketing strategy on i-Pod quality and aesthetics and won the leadership in the domain despite the fact that the i-Pod was the most expensive among the similar products. So high price did not prevent the i-Pod from becoming the leader in the MP3 player market. Another pertinent example is the Mercedes-Benz class A vehicles. The price of this product has been set at a higher level than the initial cost analysis by the car company. Nevertheless, the production capacity was fully utilized during the first production year. The explanation is the power of the corporate image of Mercedes-Benz. Numerous other examples can be found in the cosmetic industry and, more generally, in the luxury goods industry. In luxury industry, high price is more of a selling point than drawback.

A low price strategy may also lead to a commercial success, especially in the food retailing sector. For instance, low price retailers such as Lidl, Aldi or Leader Price are currently having a great amount of success in Europe. Another example is Dell Computer that allows customers to personalize their PC. Amazon.com gained an significant share of the book market by sometimes reducing the prices by 40–50% and providing greater choice. These last two companies base their strategy on the use of Internet to directly distribute their items to customers, which results in a huge reduction of costs which, in turn, allows a large reduction of prices and thus improves their competitiveness.

The success of a low price strategy depends on the number of clients attracted by the product since the low margin should be compensated by a higher number of items sold. In Section 2.2.2, we provide the number of new customers required to compensate a given reduction of price.

Some disadvantages should be outlined in companies applying high or low price strategy. For instance, the image of the items sold by the company is somewhat frozen and a long term price expectation is established, which can reduce the flexibility of the decision-making system.

High and low price strategies could be described as frozen strategies since they try to attract clients by making the most of the corporate image. The drawback is the inability of these strategies to adapt themselves to fundamental disturbances. For instance, an overall impoverishment of a country may sharply penalize companies devoted to luxury and expensive items.

Other strategies are much more adjustable. We provide a short description of these strategies in the next section.

2.2. Adjustable strategies

2.2.1. Market segmentation (or price discrimination) strategy

The development of a plan based upon the fact that different groups of customers attach different levels of importance to diverse benefits offered by a type of product or service is called market segmentation. For instance, the same car model may be proposed in different versions (two-door or four-door, different engine powers, different finishing levels, etc.), and each version may attract a particular type of customer.

This strategy is applicable to a type of item in the case of a monopoly market. It consists of segmenting the market and charging a different price for each segment, depending on the willingness of these customers to pay more or less to purchase the item. Indeed, some “rate fences” should be introduced in order to make sure that the customers of a segment will pay the price assigned to the segment. These “rate fences” can be the promotion of some benefits that attract the customers of a specific niche, or by offering some particular services to the customers of a distinct segment. Again, the customers belonging to given segment should be similar or, in other words, characterized by the same parameters, and dissimilar from the customers of others. Similarity and dissimilarity are related to buying habits.

The approach to market segmentation is a four-stage process that can be summarized as follows:

- Identify the parameters that customers are interested in. For instance, in personal computer market, training, software level,
memory size, disc and CPU sizes and quality of after sales service are parameters of interest. This identification is usually done by carrying out a survey among customers.

- Identify the part-worths (i.e., the characteristics of the parameters, also called benefits) that are of interest to customers. This can be done using conjoint measurement (see Section 5). Using K-mean analysis, which is a method of cluster analysis which aims to partition n observations into k clusters in which each observation belongs to the cluster with the nearest mean, may be helpful to put part-worths in an obvious place.
- Define part-worth (or benefit) subsets that correspond to clusters of customers
- Identify the parameters that characterize the customers of a cluster, for instance, adherence to a socioeconomic class, geographic location, consumption habits, gender, religion, age, etc.

The last two steps can be performed using correspondence analysis, see for instance Deville and Saporta (1983), Benzecri (1994), Greenacre (1993) and Tabachnik (1989).

Indeed, market segmentation is the relationship between subsets of customers and subsets of benefits. Each subset of benefits is a market segment. To be acceptable, segments should be homogeneous within, and distinct from one segment to another. The correspondence analysis, a method belonging to date analysis, can establish a relationship between subsets of customers and subsets of benefits, because it can provide information about the “proximity” of benefits to characteristics of customers.

2.2.3. Price skimming

A discount sale consists in selling a given set of items at a reduced price for a limited period. Some examples are proposed in Bolton (1989), Blattberg and Neslin (1990), and Bemmou and Mouchoux (1991). This reduction should generate enough supplementary sales to compensate the reduction in income. However, this is rarely the case. Few companies realize the true discount cost. When a product discount is offered for a given period, it applies to all sales, which often leads to disastrous consequences.

Let us consider a set of items sold at the price c each. During a period T, the retailer sold usually m items and the benefit is b for each item sold. The retailer decides to apply a $\frac{xc}{100}$ discount, assuming that $\frac{xc}{100} \leq b$, which means that the rebate is less than the benefit. The question is: how many supplementary sales should be sold to compensate this reduction in income? We denote by z the number of supplementary items that should be sold.

It is easy to verify that we must have

$$z \geq \frac{mxc}{100b - xc} \tag{1}$$

Assume, for instance, that $m = 10,000$, $c = 50$ and $b = 15$. Fig. 1 gives the minimum number of additional items that should be sold to compensate the reduction in income according to the percentage of discount.

2.2.4. Penetration pricing

Penetration pricing consists of setting an initial price lower than the one of the market. The expectation is that this price is low enough to break down the purchasing habits of the customers. The objective is to obtain a larger market share. This can be defined as the low-price strategy enriched by the time factor.

Penetration pricing leads to cost reduction pressure and discourages the entry of competitors.

2.2.5. Yield management (revenue management)

The goal of yield management is to anticipate customers’ and competitors’ behavior in order to maximize revenue. Companies that use yield management review periodically earlier situations to analyze the effects of events on past customer and competitor behaviors. They also can take into account future events to adjust their pricing decisions.

Yield management is especially suitable in the case of time-dated items (airplane tickets) or perishable items (fruits, processed food). A mathematical model will be proposed in Section 7.

3. Margin, price and selling level

In this section, we explain the mechanism that links costs, price and margin. Note that a strong assumption is made: we consider that any number of available items can be sold.

Price affects margin, but may also affect cost due to the scale effect. The higher the price, the greater the margin per item, but increasing the price may result in a fall-off in sales, which may increase cost. On the contrary, when the price decreases, the number of items sold may increase, and thus the production costs may decrease due to the scale effect.

Let us introduce the following variables and assumptions:

- $c(s)$ is the variable cost per item when the total number of items sold during a given period (a month for instance) is $s$. The function $c(s)$ is a non-increasing function of $s$.
- $f(s)$ is the fixed cost, that is to say the cost that applies whatever the number of items sold during the same period as the one chosen for the variable cost. Nevertheless, $f(s)$ may increase with regard to $s$ if some additional facilities are necessary to pass a given production threshold. The function $f(s)$ is a non-decreasing and piecewise continuous function of $s$.

In fact, $c(s)$ (respectively $f(s)$) is either constant, or piecewise constant.

- $R$ is the margin for the period considered.
- $p$ is the price of one item.
We assume that all the items produced are sold, which implies that the market exists and the price remains attractive to customers. Under this assumption, which is strong, Relation (2) is straightforward:

\[ R = sp - sc(s) - f(s) \]  

(2)

It is often necessary to compute the number of items to be sold in order to reach a given margin, knowing the price, the variable cost per item and the fixed cost. Let us consider the case when fixed and variable costs are constant.

In this case, Eq. (2) becomes:

\[ R = sp - sc - f \]

which leads to Relation (3):

\[ s = \left\lceil \frac{R + f}{p - c} \right\rceil \]  

(3)

Remember that \( \lceil a \rceil \) is the smallest integer greater than or equal to \( a \).

Indeed, the price is always greater than the variable cost per item.

The margin being unchanging, it is easy to see that the number of items to be sold is a decreasing function of the price and an increasing function of the variable cost per item.

Fig. 2 presents two examples giving the number of items to be sold to reach a given margin \( R \) with regard to the price. The costs are given \( f = 5, c = 1 \).

When at least one of the two costs is piecewise constant, the series of positive integer numbers is divided into consecutive intervals for each cost, and the value of this cost is constant on each one of these intervals. To find the number of items to be sold, we consider all the pairs of intervals, a pair being made with an interval associated with the variable cost per item and an interval associated with the fixed cost. We use the costs corresponding to these intervals to apply Relation (3). If the resulting number of items to be sold belongs to both intervals, this number is a solution to the problem; otherwise another pair of intervals is tested.

**Definition.** The equilibrium point is the minimum number of items to sell in order to break-even. We simply have to assign the value 0 to \( R \) and apply Relation (3). We still assume that all the items that are produced are sold.

### 4. The selling curve

The **selling curve** (also called **demand curve**) represents the relationship between the price of an item and the number of items customers are willing to purchase during a given period. Usually, it is assumed that the business environment conditions are steady during this period.

![Fig. 2. Number of items to be sold versus the price.](image)

**4.1. Introduction**

Customers intuitively compare the price of an item to the value they associate with it. According to a well-known axiom, customers do not buy items; they buy benefits, or, in other words, they buy promise of what the item will deliver. If the evaluation made by the customer is higher than the price of the item, then the customer will buy it; otherwise, he/she will not.

If several types of items are equally attractive to customer, they will buy the item with the biggest difference between their own value evaluation and the price.

Several approaches are available to fix the price of an item:

- Cost-plus method.
- Price testing.
- Estimation made by experts.
- Market analysis.
- Survey.

We will examine these approaches in more detail.

**4.2. Cost-plus method**

Several types of cost-plus methods are available, but the common thread among these methods is to:

1. Calculate the cost per item.
2. Introduce an additional amount that will be the profit.

The profit can be a percentage of the cost or a fixed amount. The cost per item can be calculated either using a standard accounting method based on arbitrary expense categories for allocating overhead, or deriving it from the resource used (i.e., linking cost to project), or considering incremental cost.

Retailers assume that the purchase price paid to their suppliers is the cost.

The pivotal advantages of the cost-plus method are the following:

- Price is easy to calculate, which is of utmost importance when a huge number of prices must be established every day, for instance in volume retailing.
- Price is easy to manage.
- The method tends to stabilize the market.

The most important disadvantages are:

1. Customers and competitors are ignored.
2. Opportunity costs are ignored.

The **cost-plus** methods should be avoided since they ignore customers’ behavior as well as the parameters they use to build their own evaluation. Defining a price requires analyzing the market and the behavior of customers with regard to the price. The objective is to establish a relationship between the number of items sold and the price. The curve that reflects this relationship is called **selling curve**.

**4.3. Price testing**

This approach consists of modifying the price of the item under consideration and recording the number of items sold or the market share. This can be done playing with a scale shop or a shop simulated on computer with different classes of customers, characterized by their age, gender, the level of incomes and/or
the buying habits, etc. This helps not only to define a price, but also to select most profitable market niche.

The price testing method is even easier to apply if the item is sold by Internet since changing the price is straightforward. Unfortunately, in this case, clients cannot be sometimes completely identified, and thus marketing cannot take advantage of customers' characteristics.

4.4. Estimation made by experts

This is the only available method when a new type of item is introduced on the market, a fundamental advances in technology modifies an existing item, or when the competition changes drastically.

The first step of the method consists in recording the opinion of several experts (at least ten) that are not in contact with each other. One usually obtains different selling curves that are quite different from each other. The objective of the next step is to organize working sessions with these experts in order to move their estimations/recommendations closer to each other.

Indeed, the drawback, when applying this method, is that customers do not contribute to the process of the selling curve definition, which increases the probability of error.

4.5. Market analysis

This method is based on the history of the item under consideration. This implies that the item (or a similar item) has a history (i.e., is not new in the market) and that the current market environment is the same as (or similar to) the environment when the data were collected.

Assume that the previous conditions hold and that the history provides quantities sold at different prices. Let \( p_i, i = 1, 2, \ldots, n \) be the prices and \( s_i, i = 1, 2, \ldots, n \) the corresponding quantities sold.

The objective is to define a function \( s = ap + b \) that fits "at the best" with the data. In other words, we compute \( a \) and \( b \) that minimize:

\[
\psi(a, b) = \sum_{i=1}^{n} (a p_i + b - s_i)^2
\]

It is well known that this function is minimal for:

\[
\begin{align*}
\frac{d}{da} \sum_{i=1}^{n} (a p_i + b - s_i)^2 &= \sum_{i=1}^{n} p_i (a p_i + b - s_i) = 0 \\
\frac{d}{db} \sum_{i=1}^{n} (a p_i + b - s_i)^2 &= \sum_{i=1}^{n} (a p_i + b - s_i) = 0
\end{align*}
\]

One has:

\[
\begin{align*}
a &= \frac{n \sum_{i=1}^{n} s_i p_i - \sum_{i=1}^{n} s_i \sum_{i=1}^{n} p_i}{n \sum_{i=1}^{n} p_i^2 - \left( \sum_{i=1}^{n} p_i \right)^2} \\
b &= \frac{- \sum_{i=1}^{n} s_i p_i^2 + \left( \sum_{i=1}^{n} p_i \right) \sum_{i=1}^{n} s_i p_i}{n \sum_{i=1}^{n} p_i^2 - \left( \sum_{i=1}^{n} p_i \right)^2}
\end{align*}
\]

4.6. Customer surveying

Questioning customers about the price of an item was widely used in the sixties. At that time, direct questions were asked as, for instance:

- What is the maximal amount you are prepared to pay for this item?
- What is, in your opinion, the right price for this item?
- Would you buy this product at the price of X monetary units?

This approach is rarely in use nowadays since it gives too much importance to the price that is only one of the parameters customers are interested in. Prices cannot be considered in isolation anymore.

This is why methods that try to evaluate characteristics of interest to the customers have been developed. One of them is the well-known Conjoint Measurement.

5. Conjoint measurement and market segmentation

5.1. Introduction

The conjoint measurement is becoming increasingly popular as a tool to find the characteristics of the items (product or services) that are important to customers. As a consequence, it provides information to increase the value added of items and market segments. An example is available in (Cattin & Wittink, 1982).

Conjoint measurement starts by listing the parameters that are supposed to be of some importance to customers in the item under consideration. The characteristics of importance will be extracted from this list. For instance, if the item is a personal computer, we may have:

- A parameter related to the hard disk size. For example, it takes the value 1 if the size belongs to [50 GO, 80 GO], the value 2 if the size belongs to [80 GO, 120 GO] and the value 3 if the size is greater than 120 GO (if we use figures from recent years).
- A parameter related to the memory size. It takes the value 1 if the size belongs to [256, 512 KO] and 2 otherwise.
- A parameter related to the training. It takes the value 2 if the training is free and 1 otherwise.
- A parameter related to after sale service. It takes the values 1, 2 or 3 depending on the type of service.

For this example, we have \( 3 \times 2 \times 2 \times 3 = 36 \) sequences of five parameter values. Such a sequence is called a stimulus. Thus this example gives birth to 36 stimuli.

Note that the value of a parameter does not reflect an assessment, but a choice. This point is important.

Splitting the broad evaluation of an item among the values of its parameters implies that the overall evaluation of an item is the sum of the evaluations assigned to the values of the parameters. In other words, the utility function is assumed to be additive. This assumption is strong since it implies that parameters are disjoined (i.e., independent from each other from the point of view of customers' perception of the item value). The evaluation of a parameter value is called part-worth. We obtain a set of part-worths from each tester. It helps answering the following questions:

- How to differentiate customers from each other? Customers that present close part-worths can be considered as similar (i.e., belonging to the same group in terms of purchasing behavior).
- How to establish the price of an item? It is possible to introduce the price as one of the parameters and ask customer to select a price range among a set of prices (i.e., a set of parameter values).
- How will the market share alter if the price changes?
- Which parameter value should be improved first in order to increase the perceived value of the item?

Conjoint measurement is used not only to evaluate the importance of the values of the parameters of products (i.e., the part-worths). It also applies to service quality, reliability, trademark reputation, etc.

Usually, each tester is asked to rank the stimuli in the order of his preference. Another possibility is to give a grade to each stimulus. The objective of the method is to derive from this ranking (or grading) the part-worths or, in other words, the evaluation of each one of the parameter values.

The method that requires ranking (or grading) the whole set of stimuli is called profile method. One drawback is the number of stimuli to rank (or grade) since this number increases exponentially with the number of characteristics and their “values”:
Assume, for instance, that an item has 5 parameters and 3 values for each, which is a medium-size problem. Then, $3^5 = 243$ stimuli must be ranked (or graded), which is quite impossible in practice.

The two-factor method tries to overcome the previous difficulty. The idea is to consider just two characteristics at a time and then to combine the information to derive the part-worths.

In the following subsections, we present the profile and the two factors methods that lead to the part-worths. Then, we propose a clustering method ($K$-mean analysis) that classifies these part-worths to provide market segments.

5.2. Profile method

Assume that $m$ parameters have been selected for defining a given item and that parameter $r\in\{1,2,\ldots,m\}$ has $N_r$ values denoted by $\{1,2,\ldots,N_r\}$.

The number of stimuli is $N = \prod_{k=1}^{m} N_k$.

Let $S$ be the set of stimuli. Then $\text{card}(S) = N$. A stimuli is the sequence $(J_1, J_2, \ldots, J_m)$ with $J_r \in \{1, \ldots, N_r\}$ for $r = 1, \ldots, m$. The rank (or the grade) assigned by a tester to stimulus $(J_1, J_2, \ldots, J_m)$ is denoted by $G(J_1, J_2, \ldots, J_m)$. We also denote by $w_{j_{1}j_{2} \ldots j_{m}}$, $j_{1} = 1, \ldots, N_1$ and $i = 1, \ldots, m$ the part-worth of the $i$th characteristic for stimulus $(j_{1}j_{2} \ldots j_{m})$.

The problem to solve is:

\[
\text{Minimize } U(W), \text{ subject to: }
\sum_{j_{1}=1}^{N_1} w_{j_1} = 0 \text{ for } i = 1, \ldots, m
\]

5.3. Two-factor method

The two-factor method consists in considering just two parameters at a time. Assume that $m$ parameters are under consideration. Then $C_{m}^2 = m \times (m - 1)/2$ tests will be conducted to generate the overall part-worths.

Consider the parameter $r \in \{1, \ldots, m\}$ having $N_r$ “values”. This parameter will be tested with parameters $1, \ldots, r-1, r+1, \ldots, m$ to obtain $m-1$ part-worths for each parameter value $j_r$ of $r$ denoted by $w_{r, j_{1}j_{2} \ldots j_{r-1} j_{r}j_{r+1} \ldots j_{m}}$. Then denote $w_{r, j_{1}j_{2} \ldots j_{m}}$ as the mean value of the above part-worths:

\[
w_{r, j_{1}j_{2} \ldots j_{m}} = \frac{1}{m-1} \sum_{i=1, i\neq r}^{m} w_{r, j_{1}j_{2} \ldots j_{m}}
\]

It is easy to show that, if the grade associated to the stimulus $(j_{1}j_{2})$ is the sum of the grades of the stimulus of the profile method where $j_1$ is the $r$th component and $j_2$ the $k$th component, then $w_{r, j_{1}j_{2} \ldots j_{m}} = w_{r, j_{1}j_{2}}$, where the second member of this equality is the part-worth obtained with the profile method.

5.4. Clustering for market segmentation

Using the profile method or the two factors method leads to a set of part-worths for each tester. Thus, each tester can be represented by a point in the $m$-dimensions space where $m$ is the number of part-worths provided.

Clustering is a technique that classifies the points corresponding to the testers into different groups (i.e., that partitions the sets of part-worths into clusters) so that the sets belonging to the same cluster represent testers (and thus customers) having a similar purchasing behavior. Therefore, part-worths can define market segments: the common characteristics of the customers belonging to the same cluster define a segment. In fact, customers belonging to the same cluster are not obliged to have exactly the same characteristics (identical part-worths), they have similar characteristics (close part-worths), not necessary identical, and thus similar purchasing behavior.

Hereafter, we will see how a unique set of part-worths can be assigned to each cluster. Each one of these sets will define the corresponding segment.

To understand clustering and its use to define market segments, we present $K$-mean analysis. Additional aspects are given in Anderberg (1973), Berry (1994), Greenleaf (1995), Hand (1981), and Hartigan (1975).

5.4.1. $K$-mean analysis algorithm

Let $W_1, \ldots, W_r$ be the $r$ sets of $m$ part-worths derived from the evaluation of testers. Thus, $W_i = \{w_{i1}, \ldots, w_{im}\}$ for $i = 1, \ldots, r$. The $K$-mean analysis algorithm can be summarized as follows.

1. Choose $K (K < r)$ sets $V_1, \ldots, V_K$ at random among the sets $W_1, \ldots, W_r$. It is also possible to generate at random $K$ components for each $V_k = \{v_{k1}, \ldots, v_{km}\}$. In this case, $v_{k1}$ is generated at random in $[\text{Min}_{w_{i1}} w_{i1}, \text{Max}_{w_{i1}} w_{i1}]$.

2. For $i = 1$ to $r$
   1. Find $u$ such that $d(W_i, V_u) = \text{Min}_{j \neq u} d(W_i, V_j)$ where $d$ is a distance or a similarity index. If $d$ is the Euclidian distance, $d(W_i, V_j) = \sqrt{\sum_{k=1}^{m} (w_{ik} - v_{jk})^2}$.
   2. Assign $W_i$ to cluster $C_u$.

Remark: Some clusters may be empty at the end of Step 2. They disappear and $K$ decreases accordingly but, for the sake of simplicity, we still denote by $K$ the number of clusters.

3. For $j = 1, \ldots, K$, compute the gravity center $G_j$ of cluster $C_j$.

   \[G_j = \{g_{j1}, \ldots, g_{jm}\}, \text{ where } g_{jk} = \frac{1}{N_j} \sum_{i \in C_j} w_{ik} \quad \text{and} \quad N_j = \text{Card}(C_j) = \text{number of sets in cluster } C_j\]

4. If $(G_1, \ldots, G_K) \neq (V_1, \ldots, V_K)$, then set $V_i = G_i$ for $i = 1, \ldots, K$ and return to step 2. Otherwise, the solution is obtained and $(G_1, \ldots, G_K)$ characterizes the clusters (i.e., the market segments).

Remarks:

• Some testers may be more credible than others. In this case, a weight can be added to each set of part-worths: the more credible the tester, the greater the weight associated to the corresponding set of part-worths. In this case we should replace in Step 3:

   \[G_j = \{g_{j1}, \ldots, g_{jm}\}, \text{ where } g_{jk} = \sum_{i \in C_j} p_i \times w_{ik} \quad \text{and} \quad N_j = \sum_{i \in C_j} p_i\]

   Parameters $p_i$ represent the weights.

• Since the initial set $V_1, \ldots, V_K$ is generated at random, the result may be different from one application to the next. It is why some algorithms proceed as follows.
Launch the algorithm several times (100 times for instance). Consider that a cluster is composed of \( W_i \) that are in the same cluster at the end of every run. Other \( W_i \) are discarded and considered as belonging to the “grey set”, that is to say the set of elements that will not be considered for further analysis. The gravity centre of a cluster represents the cluster. In some applications, the \( W_i \) belonging to the “grey set” are redeployed in the cluster represented by the nearest gravity centre.

### 6. Price strategy in oligopoly markets

Let us first provide some definitions required to properly understand this section.

An oligopoly market is a market dominated by a small number of providers. Each provider (firm) is aware of the actions of the other providers (competitors) and the actions of one provider influence the others. Providers operate under imperfect competition, that is to say a market where at least one of the following conditions does not hold:

- Numerous providers.
- Perfect information: all providers and customers know the prices set by all providers.
- Freedom of entry and exit: a provider can enter or exit the system at any time and freely.
- Homogeneous output, which means that there is no product differentiation or, in other words, items are perfect substitutes.
- All providers have equal access to technologies and resources.

#### 6.1. Forecasting competitors’ reactions

The reactions of competitors influence price decisions, in particular in an oligopoly market where each provider is aware of the decisions of the others and react accordingly.

In addition to the demand curve, that describes the purchasing behavior of customers with respect to prices, price definition requires estimating competitors’ reactions, which is very difficult due to the unpredictability of their behavior confronting with a decrease or increase in prices. Competitors’ reactions also depend on the size of the firm, the production capacity, conjuncture and psychology of the managers.

An effective way to forecast the competitors’ reaction is to organize brainstorming sessions with the employees who have some connections with competitors at the technical, commercial, training, scientific, etc. levels.

#### 6.2. Price war: decreasing prices

To illustrate the notion of price war, let us consider two providers A and B. We assume that A and B are the only providers for the items under consideration, i.e. duopoly market (Benoit & Krishna, 1987).

If both providers keep their prices constant, then the revenue of both will remain constant too. If A decreases its prices, some clients will migrate from B to A. As a consequence, the revenue of B will decrease while the revenue of A may increase (see example below). If B decreases its prices in reaction, then both will lose a part of their revenues. This example is summarized in Table 1.

<table>
<thead>
<tr>
<th>Provider A</th>
<th>Keeps the prices constant</th>
<th>Decreases the prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider B</td>
<td>The revenues of A and B remain constant</td>
<td>The revenue of A may increase. The revenue of B decreases</td>
</tr>
<tr>
<td></td>
<td>The revenue of A may increase.</td>
<td>The revenue of A may increase. The revenue of B decreases</td>
</tr>
</tbody>
</table>

Obviously, this strategy is inadequate since if one of the providers decreases its prices, the other one cannot do anything but decrease its own prices, and the revenues of both providers will fall. Decreasing the prices can be justified if a provider, A for instance, wants to expel B from the market, but this strategy may backfire if B is able to respond to the price decrease.

To conclude, cutting prices in duopoly or oligopoly market is often a mistake: customers are reluctant to switch to providers who reduce their prices since they know that their provider will follow the move and reduce its prices as well. Thus, the best strategy for all is to maintain prices, except if a company is strong enough to survive a price war and expel the other competitors from the market.

Nevertheless, price wars have often happened in the past 20 years, particularly in the food and computer industries, among Internet access companies or the airlines, to name just a few. A price war originates usually because of:

- Surplus production capacity, which can force companies to reduce their inventory level at “any” price.
- Production of basic products, easy to manufacture, which encourages an aggressive competition.
- Persistence of a low growth market, which incites some providers to try gaining market shares at the expense of competitors.
- Management style.

This list is not exhaustive.

An important question is: how to avoid price wars? Or, in other words, how to avoid competitor aggressiveness when cutting prices? One of the strategies is to differentiate the products (market segmentation) and to reduce the prices in segments that are not important to rival firms. Another strategy is to target products that do not attract competitors.

#### 6.3. Price war: increasing prices

A similar progression may be observed if one of the providers increases his/her prices. The results of such a strategy are summarized in Table 2.

<table>
<thead>
<tr>
<th>Provider A</th>
<th>Keeps the prices constant</th>
<th>Decreases the prices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Provider B</td>
<td>The revenues of A and B remain constant</td>
<td>The revenue of A may increase. The revenue of B decreases</td>
</tr>
<tr>
<td></td>
<td>The revenue of A may increase.</td>
<td>The revenue of A decreases</td>
</tr>
</tbody>
</table>

Thus, providers who increase their prices are not sure to increase profits, but the benefit to their competitors will certainly increase. If the competitor does not change its prices, the move may be dangerous, but if the competitor increases its prices, then all providers increase their profit.

To conclude, if a provider increases their prices, the result will be an overall increase of benefits if all competitors increase their prices accordingly. But some competitors may decide to keep prices unchanged, which would result in loss of benefits for the providers who increased their prices. A quite common strategy to avoid this problem is to apply the well-known signal theory. In this approach, one of the competitors gives notice, a long time in advance, of their willingness to increase a price (justified by
originality or technical improvement). This strategy also applies when the goal is to reduce a price. Doing so, competitors have time to signal if they are ready to follow the move or not.

7. A dynamic pricing model

7.1. Introduction

Any dynamic pricing model requires establishing how demand responds to changes in price. This section deals with mathematical models of monopoly systems. The reader will notice that strong assumptions are made to obtain tractable models. Indeed, such mathematical models can hardly represent real-life situations, but they do illustrate the relationship between price and customers’ purchasing behavior.

In this section we consider the case of time-dated items, i.e. items that must be sold before a given point in time, say \( T \). Furthermore, there is no supply option before time \( T \). This situation is common in food industry, toy business (when toys must be sold before Christmas, for instance), marketing products (associated with special events like movies, football matches, etc.), fashion apparel (because the selling period ends with the season), airplane tickets, etc.

The goal is to find a strategy (dynamic pricing, also called yield or revenue management) that leads to the maximum expected revenue by time \( T \), assuming that the process starts at time 0. This strategy consists in selecting a set of adequate prices for the items that vary according to the number of unsold items and, in some cases, over the time. At a given point in time, we assume that the price of an item is a non-increasing function of the inventory level. For a given inventory level, prices are going down over time.

Indeed, a huge number of models exist, depending of the situation at hand and the assumptions made to reach a working model. For instance, selling airplane tickets requires a pricing strategy that leads to very cheap tickets as takeoff nears while selling fashion apparel is less constrained since a second market strategy that leads to very cheap tickets as takeoff nears while the situation at hand and the assumptions made to reach a working model are not considered in this chapter; game theory is used when strategic customers are concerned.

To summarize, this section provides an insight into mathematical pricing models. Note also that few convenient models exist without the assumptions presented above, that is to say monopoly situation, infinite number of potential customers who are myopic and no supply option. The reader will also observe that negative exponential functions are often used to make the model manageable and few persuasive arguments are proposed to justify this choice: it is why we consider that most of these models are more useful to understand dynamic pricing than to treat real-life situations.


7.2. A deterministic model for time-dated items

7.2.1. Problem setting

In this model, the initial inventory \( s_0 \) is known: it is the maximal quantity that can be sold by time \( T \). We assume that demands appear at times 1, 2, \ldots, \( T \), and \( x_t \) represents the demand at time \( t \). The demands are real and positive. The price of one item at time \( t \) is denoted by \( p_t \) and this price is a function of the demand and the time: \( p_t = p(x_t, t) \).

The following assumptions are made: (i) the number of potential customers is not limited, and as a consequence, the size of the population is not a parameter of the model, (ii) only one type of item is concerned, (iii) a monopoly situation is considered, and (iv) customers buy items as soon as the price is less than or equal to the price they are prepared to pay (myopic customers).

We assume that there exists a one-to-one relationship between demand and price at any time \( t \in \{1, 2, \ldots, T\} \). Thus, \( x_t = x(p_t, t) \) is the relation that provides the demand when the price is fixed.

We also assume that:
- \( x(p, t) \) is continuously differentiable with regard to \( p \).
- \( x(p, t) \) is lower and upper bounded and tends to zero as \( p \) tends to its maximal value.

Finally, the problem can be expressed as follows:

\[
\text{Maximize } \sum_{t=1}^{T} p_t x_t \quad (4)
\]

subject to:

\[
\sum_{t=1}^{T} x_t \leq s_0 \quad (5)
\]

<table>
<thead>
<tr>
<th>Provider A</th>
<th>Provider B</th>
</tr>
</thead>
<tbody>
<tr>
<td>Keeps prices constant</td>
<td>Keeps prices constant</td>
</tr>
<tr>
<td>Increases prices</td>
<td>Increases prices</td>
</tr>
<tr>
<td>The revenue of A increases. The revenue of B may decrease.</td>
<td>Both revenues increase.</td>
</tr>
</tbody>
</table>
\[
x_t \geq 0 \quad \text{for} \quad t \in \{1, 2, \ldots, T\} \\
x_t \leq x(p_t^{\min}, t) \quad \text{for} \quad t \in \{1, 2, \ldots, T\}
\]

where \( p_t^{\min} \) is the minimal value of \( p_t \).

Criterion (4) means that the objective is to maximize the total revenue. Constraint (5) guarantees that the total demand at horizon \( T \) does not exceed the initial inventory. Constraints (6) are introduced to make sure that demands are never less than zero. Finally, Constraints (7) provide the upper bound of the demand at any time.

7.2.2. Solving the problem: overall approach

To solve this problem, we use the Kuhn and Tucker approach based on Lagrange multipliers. Since \( p_t \) is a function of \( x_t \), then \( p_t x_t \) is the function of \( x_t \). Taking into account the constraints of the problem, the Lagrangian is:

\[
L(x_1, \ldots, x_T, \lambda, \mu_1, \ldots, \mu_T, l_1, \ldots, l_T) = \sum_{t=1}^{T} p_t(x_t, t)x_t - \lambda \left( \sum_{t=1}^{T} x_t - s_0 \right) + \sum_{t=1}^{T} \mu_t x_t - \sum_{t=1}^{T} l_t(x_t) - x(p_t^{\min}, t)
\]

The goal is to solve the \( T \) equations:

\[
\frac{\partial L}{\partial x_t} = 0 \quad \text{for} \quad t \in \{1, 2, \ldots, T\}
\]

Together with the \( 2T + 1 \) complementary slackness conditions:

\[
\lambda \sum_{t=1}^{T} x_t - s_0 = 0 \quad \text{(10)}
\]

\[
l_t(x_t - x(p_t^{\min}, t)) = 0 \quad \text{for} \quad t \in \{1, 2, \ldots, T\} \quad \text{(11)}
\]

Thus, we have \( 3T + 1 \) equations for the \( 3T + 1 \) unknowns that are:

\( x_1, \ldots, x_T, \lambda, \mu_1, \ldots, \mu_T, l_1, \ldots, l_T \)

A solution to the system of Eqs. (9)–(11) is admissible if \( \lambda \geq 0, \mu_t \geq 0, l_t \geq 0 \) and if Inequalities (5)–(7) hold.

Note that, due to Relations (10) and (11):

\[
\lambda = 0 \quad \text{and/or} \quad \sum_{t=1}^{T} x_t = s_0
\]

\[
\mu_t = 0 \quad \text{and/or} \quad x_t = 0 \quad \text{for} \quad t \in \{1, 2, \ldots, T\}
\]

\[
l_t = 0 \quad \text{and/or} \quad x_t = x(p_t^{\min}, t) \quad \text{for} \quad t \in \{1, 2, \ldots, T\}
\]

7.2.3. Remarks

Three remarks can be made concerning this model:

- The main difficulty consists in establishing the deterministic relationship between the demand and the price per item. In fact, establishing such a relationship is a nightmare. Several approaches are usually used to reach this objective. One of them is to carry out a survey among a large population, asking customers the price they are prepared to pay for one item. Let \( n \) be the size of the population and \( s_0 \) the number of customers who are prepared to pay \( p \) or more for one item, then \( s_0/n \) is the proportion of customers who will buy at cost \( p \). Then, evaluating at \( k \) the number of customers who demonstrate some interest for the item, we can consider that the demand is \( k \times s_0/n \) when the price is \( p \). Another approach is to design a “virtual shop” on Internet and to play with potential customers to extract the same information as before. This is particularly efficient for products sold via Internet. Ebay and other auction sites can often provide this initial function for price and demand surveying.

- If demands are discrete, linear interpolation is usually enough to provide a near-optimal solution.

- In this model, we also assumed that the value of one item equal zero after time \( T \). We express this situation saying that there is no salvage value.

7.2.4. A stochastic model

A stochastic model of dynamic pricing for time-dated products has been developed in Gallego and Van Ryzin (1994). It should be noticed that very restrictive conditions apply to this model:

- There is no salvage value, i.e. the value of an item equals zero at the horizon of the problem.

- Imperfect competition applies, which means that the vendor has a monopoly over the items. In the case of imperfect competition, customers respond to price.

- The model is a risk-neutral, which means that the objective is only to maximize the expected revenue at time \( T \), without taking into account the risk of poor performance.

- The distribution function of the price is \( F(p) = 1 - e^{-\alpha p} \) where \( \alpha > 0 \)

8. Conclusion

We concentrated mostly on monopoly systems with myopic customers who do not “play” with providers, i.e., who are not aware of providers’ strategies. Note that this kind of market is the one for which most of the efficient models deal with, probably because the management of monopoly systems does not involve psychological components.

Several sections dealt with pricing strategies: high and low price strategies, price discrimination, discount, price skimming, penetration pricing and revenue management. Each one of these strategies targets a particular objective and applies to certain situations.

Significant part of this article took into account the relationship between the margin and the cost and quantity sold. The objective was to explain the mechanism that links these parameters.

Selling curve, that establishes the relationship between price and volume sold, was introduced. Since we were still in a monopolistic environment, only provider and customers are concerned. In this section, several methods were listed, from the well-known cost-plus method (which is not recommended since it ignores customers’ buying behavior) to market analysis (which, in some sense, assumes steady customers’ behavior).

The conjoint measurement and market segmentation has been introduced. It can reveal the characteristics of a product (or service) that are of importance for some testers and which, in turn, may define market segments using K-mean analysis; finally, assigning a price per unit in each market segment can be done using one of the strategies mentioned above. Then, oligopoly and duopoly markets were considered, and thus the study was focused on competitors’ reactions when a retailer decreases/increases price.

We then provide insight into the domain of pricing models. We limited ourselves to time dated items with no supply option in monopolistic environment with myopic customers. Although these assumptions simplify drastically the problem, many additional restrictive assumptions are required to obtain a mathematical model that is easy to analyze.
In our opinion, the pricing models are more or less tools to help better understand what dynamic pricing is than something used to solve real-life problems.
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