
HAL Id: emse-03278598
https://hal-emse.ccsd.cnrs.fr/emse-03278598

Submitted on 8 Nov 2021

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.

Supervised Classification with Short-Term Memory of
Sleep Stages Using Cardio-Respiratory and Body

Movement Variables
Asma Gasmi, Vincent Augusto, Paul-Antoine Baudet, Jenny Faucheu, Claire

Morin, Xavier Serpaggi

To cite this version:
Asma Gasmi, Vincent Augusto, Paul-Antoine Baudet, Jenny Faucheu, Claire Morin, et al.. Supervised
Classification with Short-Term Memory of Sleep Stages Using Cardio-Respiratory and Body Movement
Variables. 17th International Conference on Automation Science and Engineering (CASE 2021), Aug
2021, Lyon, France. �emse-03278598�

https://hal-emse.ccsd.cnrs.fr/emse-03278598
https://hal.archives-ouvertes.fr


1 
 

2021 IEEE 17th International Conference on Automation Science and Engineering (CASE) 

August 23-27, 2021. Lyon, France 

Supervised Classification with Short-Term Memory of Sleep Stages using 

Cardio-respiratory and Body Movement Variables 

Asma GASMI1,2, Vincent AUGUSTO1 , Paul-Antoine BEAUDET2, 

Jenny FAUCHEU3 , Claire MORIN4 , Xavier SERPAGGI5 and Franck VASSEL2

 

Abstract—In the context of the Internet of Things (IoT) healthcare, biophysical features collected during sleep 
needs robust analysis methods to be efficiently used to detect sleep disorders. In this paper, analysis methods 
using a limited number of input variables (cardiac, respiratory, and body movement) have been used to perform 
the classification of sleep stages. The efficiency of each classification method has been compared to a reference 
method that combines a large number of biophysical features referred to as PolySomnoGraphy (PSG). Five 
classical machine learning methods were evaluated by testing their accuracy on the same collected data. Finally, 
using a neural network with a short memory method, the classification task fitted 91.34% of the PSG classification. 

Sleep stages, machine learning, supervised classification, sleep architecture, polysomnography 

I. INTRODUCTION 

The monitoring of sleep quality has attracted the attention of researchers for decades and more recently the 

use of smart technology in healthcare has been advancing steadily. In this context, the Internet of Things (IoT) 

technology enables to monitor sleep quality using smart wearable devices and smart furniture, without 

uncomfortable medical setups plugged onto the patients such as PolySomnoGraphy (PSG) considered as a 

reference method for sleep analysis. PSG is based on quantitative sleep parameters determined using recordings 
of various bio-physical features through the night (brain waves, heart rate and breathing, oxygen level in blood, 

eye and leg movement). Such recording setup consists in multiple sensors attached to the body of the patient such 

as electroencephalography (EEG) sensors, pulse oxymetry sensors, electrocardiography (ECG) sensors, 

ballistocardiography (BCG) sensors, nasal and oral airflow sensors, electrooculography (EOG) sensors and 

electromyography (EMG) sensors. 

While PSG has demonstrated its efficiency for sleep analysis, the setup is expensive and uncomfortable for the 

patient. The recordings are usually performed for few nights in a row. Thus PSG is suitable to detect regular sleep 
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disorders, but it is not suitable for longitudinal studies over several weeks that can be efficient to detect cognitive 

frailty. Therefore, minimally invasive smart devices for sleep quality monitoring can have great societal impact at 
low expense rate. The question addressed in this paper focuses on how to maximise the sleep stage classification 
accuracy while minimising the number of biophysical features analysed. In the following, we consider three stages: 

1) Wake stage, characterised by slow muscle activity and slow eye movement. It represents less than 2% of the 

total sleep duration in standard sleep conditions. 
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2) Non-Rapid Eye Movement (NREM) stage, characterised by a decreased heart rate, an absence of eye 

movement, muscle relaxation, and a slow breathing, as well as specific brain activities. It represents 75-80% 

of the total sleep duration in standard sleep conditions; 

3) Rapid Eye Movement (REM) stage, characterised by an intense brain activity, an absence of muscle activity, 
rapid and irregular breathing, increased heart and breathing rates, and quick eye movements. It represents 

20-25% of the total sleep duration in standard sleep conditions. 

In literature, research works present analysis methods for sleep stage classifications using partial PSG features. 
The accuracy of such methods is calculated compared to the full PSG method. For instance, accuracy from 74.10% 

to 92.04% are reached using only EEG features [31], [32], [33], [20], [26]. A 92.04% accuracy is obtained by 

Nakamura et al. [34] in a study comprising 22 subjects using Support Vector Machine method. They have used 
Supervised method based on features calculated from spectral domain of the EEG signals. Other studies consider 

only the ECG features and obtain an accuracy ranging from 76% to 89.2%, or only BCG features and obtain an 
accuracy around 75% [17], [22], [24], [25], [14], [15]. EOG and EMG features were also considered with similar 

accuracy results. Combination of different bio-signals can lead to a better sleep stage classification. For example 

Fonseca et al. [29] succeeded in classifying 3 sleep stages with 80% accuracy. They performed a Linear Discriminant 

Analysis (LDA) to assess 142 variables extracted from ECG features and thoracic respiratory effort using 

plethysmography. Finally, these previous works highlights that even partial PSG can provide consistent data for 

sleep stage classification. 

In this study, we focus on biophysical features that can be obtained using cost-effective and contactless sensors 

such as cardiac, respiratory and movement sensors. Indeed, such sensors based on accelerometers are already 

integrated in wearable and smart devices. This study highlights that a sleep quality monitoring system using only 
cost-effective sensors can provide accurate classification of sleep stage if an adequate and robust method is 

performed for data analysis. 

The goal of this article is to develop an automatic method of sleep stage classification using simple data 
collected in a non intrusive way. This method must have at least 85% precision and must use the minimum number 

of features possible while guaranteeing the detection of all the stages correctly. 

The scientific contribution lies in a new supervised classification method in association with variables that can 

be obtained in a non-invasive way through the use of a medical bed that collects cardio-respiratory variables (that 

could be derived from BCG) and tracks the body movements of the user. 

This article is organised as follows. In Section II the definitions and the position of the studied problem are 

described. We present in Section III the methods based on the use of cardio-respiratory variables and on the 

combination of cardio-respiratory and movements variables. In section IV, some results are given and discussed. 
Section V gives some conclusions and perspectives for future works. 

II. POSITION OF THE PROBLEM 

This research work is made within the smart bed project. This project aims to have a bed that help supervise the 

sleep of the elderly living in resting homes. The supervision of the sleep must be done in a contactless way to not 

disturb the patient. So as a first step in defining our problem, we have started by looking at the bio-signals that 

could be detected in a non invasive way such as the cardio-respiratory variables and the body movement. 

Every sleep stage has its own characteristics that could be observed as the variation of the vital signals. For 
example, variability of the heart signals can reveal useful information from the nerves system and help pathology 

detection. Hence many researchers have based their classification method on variation of the heart rate (RR 

interval, which is the duration between two R-peaks). Various cardio-respiratory features can be derived from the 
RR interval. Table I presents the list of useful variables for our problem. 

From these characteristics, we formulate our problem as a supervised classification problem for sleep stages 

using data collected during sleep. In the following, we formally define the aforementioned classification problem 
and necessary features. 
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Definition 1 (Epoch and night): An epoch e is a period of time that has a short duration compared to the whole 
night (e.g. 30 seconds). A night N is defined as a set of n ∈ N epochs such as n = {e1,e2,...,en}. 

Definition 2 (Feature space): Let F = {f1,...,fn}, n ∈ N be the feature space. F represents the collected signals from 

the different sensors that characterise each epoch of the night. 

TABLE I 

VARIABLES DEFINITION 

Feature Definition 

RR Interval RR interval for every second 

Mean RR 

Interval 

Mean value of RR interval for the 

whole night 

HBM Heartbeat mean value for every 

30s 

Mean HB Heartbeat mean value for the 

whole night 

HRV Heart rate variability for every 30s 

Mean HRV The mean value of the heart rate 

variability for the whole night 

R R-algorithm given in [13] 

RR Respiration rate 

Mean RR Respiration rate mean value for 

the whole night 

RRst Respiration rate variation 

Mean RRst Respiration rate variation mean 

value for the whole night 

Move Boolean indicating leg movements 

detected through the difference of 

the applied force on the sensors 

Example 1: Table II presents an example of feature space. Each line describes one 30-second epoch of 1 patient. 

Line of patient 1, epoch 1 is modelled as {76,425,...,1}. 

TABLE II 

FEATURE SPACE EXAMPLE 

Patient 

id 

Epoch 

id 

Heart 

rate 

RR int. ... Move 

(0/1) 

1 1 76 425 ... 1 

1 2 76 425 ... 0 

... ... ... ... ... ... 

Definition 3 (Target set): Let T = 0,1,2 be the Target set where 0 is Wake, 1 models a NREM stage and 2 models 

a REM stage. 

Definition 4 (Sleep stage classifier): Each epoch is associated to a set of features and each epochs belongs to a 

certain sleep stage. Then an epoch e is related to a couple (x,y) where x is a vector of features that occurs during 

epoch e and y is the sleep stage of epoch e. Let f be a sleep stage classifier such as: 

 ∀i ∈ [1,n],f : xi 7→ f(xi) = yi ∈{0,1,2} (1) 

In this article, we propose an original method to classify each epoch from a recorded night, based on the features 
collected for each epoch. In the following section, we present three classification methods to solve this problem. 
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III. CLASSIFICATION METHODS 

A. Empirical approach 

The empirical method to detect sleep stages is based on the algorithm developed by Kurihara and Watanabe 
[13]. Using several features (including RR interval), we establish a decision process based on conditions to set the 

thresholds to classify each epoch sleep stages, as described in Table III. Coefficients a1,...,a5 are used to optimize 

the method depending on user’s characteristics and are determined using a design of experiments. 

Figure 1 describes the procedure using the conditions from Table III. Such empirical method is highly dependant 

on the values of coefficients ai. We performed a design of 

TABLE III 

CONDITIONS FOR CLASSIFIERS [14] 

C1 Heartbeat mean value for every epoch 

(epoch = 30s) < a1× Heartbeat mean value for 

the whole night 

C2 R-algorithm given in [13] ∈ [IREM] 

C3 Respiration rate < Respiration mean rate 

C4 Heart rate variability ≤ a2× The mean value 

for the whole night of heart rate variability 

C5 Respiration rate variation ≤ a3× Respiration 

rate variation mean for the whole night 

C6 Heartbeat mean value for every epoch 

(epoch = 30s) < a4× heartbeat mean value for 

the whole night 

C7 Respiration rate variation ≤ a5× Respiration 

rate variation mean for the whole night 

C8 RR interval for every second ≥ mean value of 

RR interval for the whole night. 

 

 Fig. 1.Empirical classification algorithm [14] 
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experiment where the sensitivity of each coefficient was tested individually (since the coefficients are independent 

from each other). At the end of this experiment, we came up with three different sets of values that led to three 

different algorithms. These algorithms were tested individually and combined [23]. The combination of the three 

was obtained through a voting system respecting the majority rule. In the case of a conflict, we only took the most 
precise of the three into consideration. 

B. Machine Learning Approaches 

Using the literature review, we selected five machine learning algorithms to perform the sleep stages 

classification: Support Vector Machine (SVM), Multinomial Logistic regression (Rlogic), k-nearest neighbours 

(KNN), Classification And Regression Trees (CART) and Naive Bayes (NB). 

The features we used are those defined in [14]. The target is the stage detected by the PSG for each epoch. So 

we model the problem as a supervised classification problem with 3 classes (Wake, NREM, REM), as formally 

defined in Definition 4. 80% of the collected data was used to train the machine learning algorithm and the rest 
was used for the validation. The classification procedure is composed of 4 steps: 

1) Data processing 

2) Calculation of features and storage into a CSV file 

3) Training the algorithm on 80% of the data 

4) Testing of the algorithm on the remaining 20% of the data 

The key performance indicator is the accuracy of the algorithm, defined as Prediction  where tp is the 

number of true positive predictions and fp is the number of false positive predictions. 

C. Short memory classification approach 

By doing several tests and by seeing what has been done in the past, we found that the Chattering phenomena 

does not characterise the sleep cycling, meaning we don’t jump from one stage to another from an epoch to 

another. We also noticed relationships between the stages, for example it is more likely to get the ”NREM” than 

the ”REM” after a ”Wake” epoch. We also noticed that a ”REM” stage is more likely to happen after a ”REM” stage. 

From here came the idea of adding the notion of succession to the classification algorithm. From now on, the 

model will consider the previous value of the predicted target during the previous epoch as a new feature. So 

regarding the previous part of this work, the main new contribution of this article is to consider the target 

predicted in the previous target as a new feature, and also to take into account the movements. 

To model this problem as a supervised classification problem, we added a new feature called previous state and 

we assume that the value of the target that comes before the starting moment of the recording is Wake (t0 = 0) 
since we start sleeping after being awake. We also added the previous values of the other features. Finally, each 

epoch is defined by features of the current epoch plus features of the previous epoch. So the new representation 

of an epoch ei is given as follows : 

 ei = (xi−1,yi−1,xi,yi) (2) 

where xi are the values of the features at epoch i, xi−1 are the values of the features at epoch i − 1, yi−1 is the sleep 

stage associated to epoch i − 1 and yi is the sleep stage associated to epoch i. 

Table 3 is an example of the new features for each epoch that we will consider, in this part of the work, as driven 

from the previous line. As explained earlier we consider that the first epoch has the same features values as the 

previous one. 
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Please note that even though we have added some new features comparing to the first part of this research 

work, we have used the minimum possible number of features in order to fulfil our purse and have a satisfying 

precision and a good detection of all the stages. The positive effect of this update in the model will be proven in 

the next section where we are going to compare the results before and after adding the short memory notion. 

IV. CASE STUDY 

A. Data 

In this article, PSG data from the clinical trial ”St. Vincent’s University Hospital / University College Dublin1” were 
used. This database contains 25 full overnight polysomnograms from adult subjects with suspected 

sleepdisordered breathing. The subjects were all aged over 18 with no heart disease or dysfunction, and they did 

not take any kind of drug that could alter the heart rate. From these full PSG, cardio-respiratory and body 

movements features were extracted to be further analysed in this study to match the data we would obtain 

through the use of our medical bed that only collects cardio-respiratory variables and tracks the body movements 

of the patient. 

In particular, features related to heart signals such as the R-R interval, the heartbeat, the heart rate variability 

and the R-algorithm [13], features related to respiratory signals such as the respiration rate and its variations and 
features related to the body movement such as the leg movements. Some of these variables were not directly 

available in the database and were calculated based on the available features. For instance, the respiration rate 

was calculated based on the thorax movement. All variables were re-sampled at a 1Hz sampling frequency and 
stored chronologically into 30s epochs. 

B. Numerical results 

1) Empirical approach: The empirical method is easy to implement but performs poorly as shown in [14], 

with around 50% accuracy. Performance reaches 63.41% when using the proposed voting system, which remains 
very low. 

2) Direct application of machine learning algorithms: By using five machine learning methods, we found that 

SVM was the most effective technique in this application with a total agreement of 76.50%, compared to the 

classification given by the PSG. Figure 2 summarises those results. 

Comparing to previous works, our method has shown very promising and satisfying results. We achieved better 

results than most of the algorithms that only used cardio-respiratory variables. This is mostly due to the fact that 

we used more subjects in our study. However [27] reaches a better precision but uses more features than what 
we do (78 instead of 17 here). 

The main limitation of this work however, is the poor ability to detect the minor classes. Whatever was the 

method we always have a low precision for the minor classes comparing to the other stages. For instance, the 
total of REM 

                                                                 
1 https://doi.org/10.13026/C26C7D 

TABLE IV THE 

NEW FEATURE SPACE 

EXAMPLE 

Patient 

id 

Epoch 

id 

Heart rate of 

i-1 

RR int. i-

1 

... Move (0/1) 

i-1 

stage i-

1 

Heart 

rate 

RR int. ... Move 

(0/1) 

1 1 76 425 ... 1 0 76 425 ... 1 

1 2 76 425 ... 1 0 76 425 ... 0 

... ... ... ... ... ... ... ... ... ... ... 
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 Fig. 2.Direct machine learning approach comparison 

 

 Fig. 3.Confusion Matrix for the SVM results 

stage did not exceed 41% of the total agreement as shown in figure 3. Hence came the idea of adding more 

information that could improve our precision. 

3) Short memory classification approach: We started by testing the method that only includes the movements 

of the legs. We applied the usual five classical machine learning algorithms. Figure 4 presents the results obtained 
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by the different algorithms. In the same way as previously discussed, we only used 80% of data to train the 

algorithm and left 20% to help the prediction of the stages. 

As expected, adding the movement to the studied features improves the precision of the classification. We also 

found that SVM was the most effective algorithm since it reaches 80.32% agreement with the PSG prediction. We 
have then tested the effect of having a short memory (the value of the previous epoch). The same method of 

implementation was applied. 80% of data was used for training the algorithm and the leftover was used for the 

prediction of the stages. This time we conducted tests on only four 

 

Fig. 4.A comparison of the previous used method including movement 

of the algorithms: support vector machine (SVM), Linear Discriminant Analysis (LDA), Classification And Regression 

Trees (CART) and Neural Net (NN). 
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Fig. 5.A comparison of the previous used method including short memory 

Using this method we found that the Neural Net (NN) was the most effective one as we reached 91.34% of 

agreement with the PSG as shown in figure 5. 

Figure 6 shows the stages predicted by our new method vs the stages predicted from the PSG (shown as black 
dots on the figure). The green dots represent the correct predictions of the algorithms and the red dots represent 

the false predictions. This method has met our goal, since it reaches 91.34% of precision. 

We can see in figure 7 that with the addition of the new two features we have improved, compared to our 
previous work, the detection of all the stages, even the minority classes such as REM. We found that its detection 

precision has reached 92%. 

So overall, we can say as a conclusion that we have fulfilled our goals here. We have come up with a model that 
uses the least features possible (19 vs 78 in [27]) and we have even a better precision in the classification and the 

detection of stages since we have reached over 91% agreement with the PSG. 
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Fig. 6.Predicted night using the Neural Net (NN) with short memory 

 

Fig. 7.Confusion Matrix for the Neural network results with short memory 

V. CONCLUSIONS AND PERSPECTIVES 

This article presents a new approach to predict sleep stage classification using a combination between cardio-

respiratory variables and leg movement variables (both obtained from the new medical bed). This method was 
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tested using a collected data set of 25 subjects presenting symptoms of breathing sleep apnea. Inspired from the 

previous publications on this topic, a choice of parameters was made. 

We started by creating an empirical decision tree, based on the combination of conditions proven in previous 

research works. By modifying the coefficients in these conditions, we obtained three algorithms that achieved 
more than 50% of agreement with the results driven by the PSG using brain activities. A system of vote was 

designed between these three algorithm resulting in a better score agreement (up to 63.41%). 

By using five machine learning methods, we found that SVM is the most precise technique in this application 
with a total agreement of 76.50%, compared to the classification given by the PSG. We found that, even with this 

satisfying precision, some difficulties in detecting the REM class remain. 

To help solving this issue, we took into account the notion of leg movement. By using the same five machine 
learning algorithms, we reached a score of 80.32% compared to the classification given by the PSG. We have 

noticed a slight improvement in the REM detection so we have upgraded our model by including some knowledge 
of the past by memorising the last values of the features and the last value of the stage for the previous epoch. 

This way we achieved a 91.34% agreement with the PSG. 

In our future works, we plan to conduct tests on healthier subjects: an upcoming clinical trial, whose main aim 
is to place a BCG sensor in a medical bed alongside with scaling sensors, should help us reach better results. This 

trial is part of a project aiming to link the sleep disorders with issues on cognitive impairment and deterioration in 

memory quality. 
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