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Abstract. Artificial intelligence (AI) has become an integral element of modern 

machines, devices and materials, and already transforms the way humans interact 

with technology in business and society. The traditionally more hierarchical 

interaction, where humans usually control machines, is constantly blurring as 

machines become more capable of bringing in their own (intelligent) initiatives 

to the interaction with humans. Thus, nowadays it is more appropriate to consider 

the interactive processes between humans and machines as a novel form of 

interdependent learning efforts between both sides, where processes such as 

critical discourses between humans and machines may take place (hybrid 

intelligence). However, these developments demand a shift in the understanding 

about the role of technology at work and about specific competencies required 

among human actors to collaborate constructively and sustainably with AI 

systems. This paper seeks to address this issue by identifying human actors’ key 

competencies, which enable a more constructive collaboration between humans 

and intelligent technologies at work. 

Keywords: artificial intelligence, human-AI collaboration, AI-related 

competencies  

1. Introduction 

The opportunities and capabilities of interconnected intelligent technologies foster the 

further emergence of smart and sustainable collaborative networks and enable more 

integrative forms of interaction as well as resource, knowledge or information exchange 

between a greater variety of heterogeneous actors and artificial agents perceived as 

increasingly intelligent. These developments also result in changes on the micro level 

of human-machine interaction and directly affect the way work processes are 

performed. Interconnected agents based on artificial intelligence (AI) in modern work 

environments, for instance, increasingly assist human actors by taking on standardized 

tasks and recently also tasks of limited complexity to support or enable more 

collaborative communication, information, decision-making or production processes 

[1–4]. Some typical applications are chatbots that take over routine interactions with 

customers [5], algorithms that support the selection of new employees [6], medical 

diagnoses [7, 8], predictive maintenance of machines [9] or intelligent robots that are 

able to work safely alongside humans in factories, where they take on highly repetitive 

and exhausting tasks [9]. The company Hyundai, for example, recently introduced 

wearable robotic devices which can adapt quickly to various tasks, contexts and 
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workers in order to perform jobs “with superhuman endurance and strength” [10]. 

Moreover, such intelligent agents or machines can be trained by employees during the 

working process [3, 5, 9, 11]. Thus, the human can be regarded as a trainer or educator 

of machines and the latter as a human’s trainee. As soon as these machines are 

sufficiently trained, they can possibly take on the role of the trainer for new or 

inexperienced colleagues. Thus, the roles between human and machine are becoming 

more interchangeable in modern work environments [3, 9].   

Based on these examples, it is evident that intelligent technologies are transforming 

traditional human-machine interaction. The ability of AI-enabled technology to learn 

independently, interpret context, make its own decisions and communicate these to 

humans and, thus, influence human decision-making and actions ensures that it is 

viewed by humans increasingly as a colleague, teammate or even a buddy [1, 3, 9, 12]. 

Though these developments are currently in their early stages and machines’ 

rudimentary intelligent capabilities are only partially comparable to those of humans, 

an understanding towards a human-AI collaboration has evolved [1, 2, 8, 13]. On the 

one hand obvious benefits are seen in achieving higher efficiency and quality by 

humans and machines complementing each other [3, 14], on the other hand the absence 

of acceptance and understanding on the part of employees towards the new technology, 

entails new challenges [15]. 

One important step to overcome these challenges is seen in further training and 

development of employees’ competencies [16]. Consequently, the question of which 

competencies humans need or will need in the future to be able to work effectively and 

sustainably with AI-based technologies arises [9, 11]. In practice, it has already been 

shown that AI-related competencies of employees represent a particularly critical 

success factor for the actual unfolding of smart technologies’ potentials [11, 17–19]. 

However, so far, particularly IT, mathematical,  leadership and social skills have been 

discussed as essential elements or partial aspects of AI skills in current research [20]. 

Furthermore, occupational fields were mainly examined in which predominantly 

academics are active, but employees who collaborate with AI systems in the workplace 

and are only indirectly involved in the introduction or basic development of AI have so 

far received less attention [13, 21]. However, intelligent technologies are increasingly 

present across many working areas – from production to administration or social 

professions [11, 19]. 

The objective of this work is to explore and systematize the competencies humans 

working in different industry sectors and positions may need to not only be able to 

introduce, monitor or use but rather to constructively collaborate with more intelligent 

technologies at work. To derive the competencies we applied an iterative and reflexive 

approach. We performed literature research on recent technical and social 

developments as well as challenges in the field of human-AI collaboration. We 

validated and refined the findings in workshops and ongoing conversations with experts 

on human-AI applications from science and business. In this article, the final findings 

are presented. 

We consider the systematization of key competencies as an important initial step in 

the derivation of an AI-related competencies framework. The framework shall provide 

an important contribution to a more specific understanding in science and business 

about the key enablers for human-AI collaboration and mutual learning between human 

and technology at work. 
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2. Related Work and Conceptual Background 

The term “artificial intelligence (AI)” was first coined by John McCarthy in 1956 [22] 

and is still not clearly defined. A very popular definition from Nils J. Nilsson [23] reads: 

“Artificial Intelligence is that activity devoted to making machines intelligent, and 

intelligence is that quality that enables an entity to function appropriately and with 

foresight in its environment.” Kaplan and Haenlein [15] state that AI is “a system’s 

ability to correctly interpret external data, to learn from such data, and to use those 

learnings to achieve specific goals and tasks through flexible adaptation.” According to 

the first definition, AI has the potential to be comparable or even superior to human 

intelligence [14]. However, up to now, scientists have outlined that a so-called strong 

or general AI, which can be applied to any problem and is, therefore, comparable to 

human intelligence, does not exist yet but is an important issue in current research [24]. 

Furthermore, the so-called super AI, which is even supposed to be superior to human 

intelligence, is so far only a philosophical speculation [25]. Thus, we argue that the 

definition given above by Kaplan and Haenlein [15] describes the current perception 

and understanding about existing and widely used AI as narrow AI more appropriately. 

In fact, narrow AI is defined as insentient and typically focused on a narrow, very 

specific task or area of applications [26].  

Today’s most common narrow AI technique is machine learning or, more 

precisely, a class of it, the so-called deep learning. As the name already indicates, deep 

learning neural networks learn from data by extracting complex structures and creating 

calculation models. These are composed of several processing layers and can thus 

create different levels of abstraction [27]. With this technique, intelligent machines are 

able to understand written or spoken language, pictures or videos, to draw conclusions 

on this basis independently as well as interact or communicate with their environment 

[26]. The latest developments even show that robots equipped with such AI techniques 

are able to detect, respond and display emotions [28].  
Even though, as already indicated, today’s intelligent machines are based on weak 

AI and are far from being as intelligent as humans, they tend to ascribe certain ‘human 

traits’ to an AI system. As a result, the interaction between humans and AI-based agents 

can transform itself into a collaboration and cooperation ‘at eye level’. Thus, the AI-

related technological enhancements and their dissemination contribute to the 

emergence of new forms of human-machine interaction. Whereas previously it was 

primarily the human being who took the initiative and largely specified what the 

machine had to work on, this hierarchical relationship is increasingly being transformed 

by AI-related capabilities. As AI-enabled agents become increasingly capable of 

making their own decisions, performing simple or repetitive tasks and improving more 

independently over time [9, 11], these agents are constantly developing towards 

artificial colleagues or teammates for their human counterparts at work [1, 12]. As a 

result, human-machine interaction is transforming to a more integrative level, the 

human-AI collaboration [1, 3, 13]. In essence, this means that AI and humans will work 

and learn increasingly ‘hand-in-hand’ and mutually integrative in the future to achieve 

higher levels of performance [1, 3, 29]. This is what we refer to as constructive human-

AI collaboration. In the context of human-AI collaboration, the term hybrid intelligence 

has also recently been introduced [2], which is defined as the combination of artificial 
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and human intelligence. The benefit of the integration of the latter is seen in the 

capability of solving increasingly complex problems faster and more efficiently than if 

only one of them had been involved. A central aspect of hybrid intelligence is that over 

time, not only the socio-technical system as a whole but also the human and the machine 

themselves improve through the experiences gained in solving problems 

collaboratively and by learning in a mutual beneficial way [2].  

In practice, it has already been shown that a closer collaboration between humans 

and technology can be very beneficial [3, 9] for example, humans can be released from 

dangerous, hazardous, physically demanding or monotone tasks and are, therefore, 

enabled to take over more cognitively challenging or creative tasks [3, 11]. 

Nevertheless, from employees’ point of view there are fundamental reservations and 

challenges, such as the fear of being replaced by the machine teammate or the lack of 

transparency and understanding about its functionality, preventing the new 

technology’s further dissemination. Many attempts to overcome these problems focus 

on the design of AI-systems to be more explainable, transparent or applicable to humans 

[30, 31]. However, holistic approaches focusing on the human counterpart are also 

required. One main aspect in this context is that job profiles, roles and working 

conditions are changing [15]. For example, humans will rather have to train machines 

in order to enable them to take over repetitive tasks or understand and explain 

technology’s decisions or outcomes  [3, 9]. Thus, the aim is to enable employees to take 

on new or ‘higher-quality’ tasks, on the one hand, and to work together with AI systems 

more effectively, responsibly and sustainably, on the other hand [1, 3, 11]. This leads 

to the question about which specific competencies are indispensable for a constructive 

and responsible human-AI collaboration [26, 32]. Research to date has revealed that an 

essential prerequisite for a successful introduction and sustainable performance of AI-

based systems can be seen in the existence of specific human actors’ competencies for 

collaborating with AI technologies [11, 19]. However, further systematizations and 

conceptualizations of the competencies demanded are still rare and fragmented. 

We refer in this article to competencies as behavioral repertoires that people carry 

out at the job, for example, coping with job-related tasks [33]. This means that 

competencies should not be mixed up with performance outcomes, such as effectivity 

or quality, but should, instead, be considered as crucial enablers for successful job 

performance. Consequently, we refer to competencies as actual “dimensions of 

behavior which are related to superior job performance” [33]. These behavioral 

dimensions of human actors’ competencies can further be systematized by the three 

interdependent clusters of cognitive, emotional and social competencies [34]. Cognitive 

competencies include elements such as systems thinking or pattern recognition. 

Emotional competencies refer to self-awareness and self-management or emotional 

self-control. Social competencies include elements such as social awareness or 

relationship management, for example, empathy, teamwork or inspiration. We find this 

systematization of competencies, which refers explicitly to the outstanding 

performance of human actors at work, highly applicable for the development of a 

framework of competencies demanded for human-AI collaboration, as we showed 

above that AI-based systems trigger profound changes in work processes and human 

job roles.  
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3. Towards a Framework of AI-specific Demands of Human 

Actors’ Competencies 

In the following, a set of human actors’ competencies supporting constructive human-

AI collaboration is presented. These competencies were identified by an extensive 

literature research on the latest developments as well as challenges in intelligent 

technologies’ application areas. The research was complemented with ongoing 

dialogues with experts applying or implementing AI-based systems.  

There are already some very fruitful AI-related investigations about competence 

and skill demands in literature. The conceptualization of “AI literacy” introduced by 

Long and Magerko [21] holds 17 skills that humans need to work effectively and 

sustainably with and critically evaluate AI technologies. Another study by Pfeifer [35] 

outlines the potential of applying AI in the context of predictive maintenance and 

consulting-intensive clerical work. An important conclusion from this study is that 

employees have to understand the potentials and limitations of AI-based systems and 

should be able to place them and their results in the professional context as well as the 

situational requirements in order to quickly exploit the potential of the technology in 

the company [35]. A further examination of job advertisements for the fields of data 

science, software and business development, and sales, combined with a literature 

review, reveals that technical competence, leadership and soft skills are required for the 

usage of AI [20].  

These works focus predominantly on the introduction of intelligent technologies 

in a narrow field of work environments and on higher qualified positions. Namely, the 

identified competencies are rather basic or technical and may be applied to humans 

developing and supervising AI-systems, rather than to humans who are actually 

collaborating with such systems. However, in the near future a penetration of various 

employment fields with more interactive AI technologies is expected. Thus, while 

previous research provides a great basis for further systematization of AI-related human 

competencies, there is a lack of a sufficient and holistic behavioral framework about 

human actors’ competencies demanded for a constructive human-AI collaboration in 

organizations. The framework presented below shall provide an important starting point 

for closing this gap. 

During our research we found it fruitful and highly applicable to refer to the 

clustering dimensions of cognitive, emotional and social competencies [34] in order to 

provide a more comprehensive and systematic framework. Based on our analysis and 

investigations, nine distinct dimensions of human actors’ competencies are revealed to 

be essential elements of an AI competencies framework (see Table 1). We label these 

dimensions as: (1) Context-specific understanding and interpretation of AI impulses; 

(2) expressing oneself comprehensibly towards the AI colleague; (3) evaluating the 

intelligence and capabilities of AI agents; (4) dealing with AI systems in a reflective 

manner; (5) engaging oneself in a constantly constructive discourse; (6) handling 

sensitive data critically; (7) constantly upholding ethical and moral standards; (8) 

showing an awareness of an AI agent as a sort of virtual colleague; and, finally, (9) 

negotiating one’s own recovery phases with AI agents. Table 1 shows a clustering of 

these nine dimensions allocated to the three clusters cognitive, emotional and social. 
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We are aware that a clear allocation of all AI-related competencies to one unique cluster 

is rather challenging. Thus, we marked only that cluster for each AI-related competence 

with an “x” which we find shows the strongest suitability based on our investigations.  

 
Table 1: Clustering of AI-related competencies (AI competencies framework) 

 Clustering 

AI-related competencies cognitive emotional social 

1. Context-specific understanding and interpretation of AI impulses  x   

2. Expressing oneself comprehensibly towards the AI colleague   x 

3. Evaluating the intelligence and capabilities of AI agents x   

4. Dealing with AI systems in a reflective manner x   

5. Engaging oneself in a constantly constructive discourse    x 

6. Handling sensitive data critically x   

7. Constantly upholding ethical and moral standards   x 

8. Showing an awareness of an AI agent as a sort of virtual colleague   x  

9. Negotiating one’s own recovery phases with AI agents  x  

 

The nine AI-related competencies can be described in more detail as follows. 

   

   1. Context-specific understanding and interpretation of AI impulses 

One major challenge in human-AI collaboration is that humans often cannot understand 

how or why an AI system arrives at a specific conclusion or decision. Clinical decision 

support systems that are able to, for example, detect cancer and assist clinicians to 

inspect clinical cases are difficult to integrate into practice because clinicians do not 

understand how their potential machine teammates draw their conclusions and make 

decisions and, thus, have difficulty trusting them [8]. This circumstance is often 

referred to as a ‘black box’ in science [31]. There have already been attempts in research 

to overcome the AI’s black box system by developing explainable AI (XAI); this should 

be more transparent or able to explain or justify its behaviors and decisions [12, 31, 36]. 

However, in such cases where systems are based on complex deep neural networks, not 

even data scientists or software developers have yet been able to consistently 

understand the underlying decision rules [37]. Nevertheless, an essential demand to be 

able to work constructively with intelligent systems, to use them as a basis for one’s 

own decisions and actions, or to explain their conclusions to others is that humans have 

to be able to understand and interpret AI-based technology’s decisions and impulses 

regarding the specific context.   

   2. Expressing oneself comprehensibly towards the AI colleague 

From the perspective of the AI-based learning algorithms, researchers and practitioners 

have revealed that a common challenge is that AI often fails to understand humans as 

well. This is particularly known from communicating with virtual assistants, which 

frequently tend to misunderstand human actors due to various reasons, such as different 

perceptions or interpretations of constructs, dynamic situations or ambiguous problems. 

There is a prominent example for Apple’s Siri, which took the request “Call 

me an ambulance!” as a request to name its user “Anne Ambulance” [38]. It is also 

important in working situations, for example, to receive certain information from the 

AI system or give it an instruction, that the AI-based agent understands and interprets 

the request correctly in order to initiate appropriate actions [3]. Thus, humans have to 

be able to express themselves in a way that is comprehensible for the technology. This 
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contributes to the (re)creation of a shared meaning of key concepts between human and 

AI. 

   3. Evaluating the intelligence and capabilities of AI agents 

Humans can also tend to place too much confidence in AI technology or rely completely 

on its judgment because AI can be very good in some specific areas and can even 

outperform humans in speed, scalability and quantitative capabilities [14, 28]. Instead, 

humans should know how to combine their distinctive human skills with those of a 

smart technology [3]. To be more precise, intelligent machines are, for example, able 

to generate new combinations, classify things or take over repetitive activities. Humans, 

as counterparts, can come up with unique or original ideas, be emphatic or bring in 

human judgement [1, 14]. When building a vehicle, for example, an AI-based machine 

can take over simple, repetitive tasks, such as checking parts for quality or lifting heavy 

parts, but, in some cases, it is still more challenging for machine-like robots to perform 

dexterity tasks, such as assembling a gear motor [3]. The AI-based systems are usually 

trained for a specific purpose using data currently available and not necessarily 

covering all possible cases. Exemplarily, an AI-medical device was recently developed 

to predict the risk of cardiovascular heart disease [7]. However, the clinician who 

collaborates with this technology has to be aware that there is a risk that it could draw 

inaccurate predictions for patients of various ethnicities based on the fact that this AI 

system was trained with patients’ data from three hospitals in a particular geographical 

area in Germany [7]. Moreover, AI systems are usually not able to transfer or generalize 

their  ability or knowledge as easily as humans do [15]. Each new task requires a lot of 

data and extensive training. Consequently, it might not be immediately possible to teach 

an AI that has been trained to visually examine pictures or objects to recognize noises 

[9]. If the demands for AI agents change over time, then retraining might be required 

with the help of appropriate training data [39]. Thus, it is necessary for humans to be 

able to evaluate the suitability of an AI agent’s capabilities concerning the execution of 

specific tasks and the complementarity to the human counterparts.  

   4. Dealing with AI systems in a reflective manner 

As has already been indicated, nearly all AI algorithms are based on statistical or 

probabilistic methods. Therefore, it is usually impossible to train them to be 100 % 

accurate and, thus, they can, similar to humans, make errors in specific cases [39]. This 

can be illustrated by an incident in Australia in 2016 where an AI-based system 

assigned with verifying the legality of social benefit payments was introduced. The 

technology detected those cases wrongly receiving unemployment benefits or social 

assistance and then automatically sent reminder letters to the relevant people. There 

was, in fact, no basis for the refunds claimed by it in 7,000 of 200,000 dunning letters 

sent by the software [40]. To prevent such incidents from happening, humans have to 

deal more reflectively and critically with the AI agent’s conclusions or suggestions to 

be able to identify possible errors or incorrect decisions before they can harm or affect 

other people. In fact, this competence is an important prerequisite for constructively 

providing the AI-based technology with appropriate feedback that is comprehensible to 

it so that it can learn from mistakes and improve over time [40]. Such evolutionary 

progression is hardly possible if the system, for example, receives exclusively one-

sided feedback, e.g. no feed-back regarding the fact that an individual denied credit was 

actually able to repay [40]. 
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   5. Engaging oneself in a constantly constructive discourse  

Researchers and practitioners argue that learning processes should take place in both 

directions, from the AI agent to the human being and vice versa. The humans, for 

example, can receive feedback from their digital assistant on how a specific task was 

conducted regarding quality or performance indicators. This provides humans with 

more specific information where and possibly how to improve their own work 

processes or competencies [1, 2]. Regarding a constructive collaboration with AI 

systems in the workplace, this means that employees must be able to constructively 

absorb the impulses of the AI system and interpret them as support for their own 

ongoing learning processes and constant improvement. Consequently, humans should 

be more aware of an AI agent in its role as a helpful sparring partner in critical 

situations, during task performance or problem solving processes [14, 40]. Thus, a key 

demand of humans’ competencies can be seen in behavioral patterns of constantly 

constructive discourse and dialogue between them and the AI.  

   6. Handling sensitive data critically 

It is well known that most AI algorithms are based on personal and, therefore, often 

highly sensitive private data. Chatbots in customer care, for instance, are trained using 

personal data of customers. Search engines, recommender systems or digital assistants 

learn constantly from humans who engage with them [42]. The AI agents in production 

systems are very often based on data of high economic value for business organizations. 

Although the goal of intelligent technologies is to provide their human counterpart with 

optimal and personalized services, critical data gathering can compromise privacy, 

anger customers, endanger the competitive advantages of businesses and run afoul of 

the law [3]. Therefore, a further important competence demand for humans is to be able 

to handle sensitive data critically and with all required caution  [42, 43]. 

   7. Upholding ethical and moral standards 

In 2014, a hiring AI system, which has been assigned to select suitable applicants for 

technical jobs, was developed and introduced by Amazon. However, it preferred male 

applicants over women, since, based on the data it was given, it learned that more men 

than women work in technological fields [44]. One can see from this example and many 

others, e.g. credit approving AI agents, which are known to be able to discriminate 

against people in certain groups [3, 38] that AI systems also have the potential to make 

biased decisions. This circumstance causes many controversies in society and there 

have already been attempts in politics and science to overcome this problem. Some 

governments, for example, have introduced principles and guidelines for AI developers 

[45]. Thus, AI researchers are working on developing trustworthy AI (TAI) that should 

be unbiased and just [7, 46]. However, because, in practice, AI systems are increasingly 

learning from direct interaction with humans, orientation to ethical and moral standards 

and values represent crucial requirements for humans who constantly collaborate with 

AI systems [40, 47].  

   8. Showing an awareness of an AI agent as a sort of virtual colleague 

Human-AI collaboration can also be particularly challenging if the AI only has a virtual 

appearance, on the one hand, but, on the other hand, is to be attributed traits of a great 

teammate, for example, for joint task processing in stressful situations [28, 48].  

   9. Negotiating one’s own recovery phases with AI agents 

Finally yet importantly, it has to be considered that AI systems, in comparison to 

humans, require no or possibly other types of recovery phases. This needs to be 
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negotiated and taken into account in the future between AI agents and humans in a 

similar way as between humans. The humans should be highly aware of their own 

physical and psychological limitations and must interpret signs of exhaustion correctly 

in order to insist on recovery phases and detachment from work [49] .  

4   Conclusion and Outlook 

Our results reveal that the competencies demanded from the AI-based agent’s 

counterpart, the human actor, cannot be covered completely by IT and mathematical 

skills, context competencies or leadership and social competencies. We suggest, 

instead, that there are additional cognitive, emotional and social competencies of 

humans that should be considered to enable a constructive human-AI collaboration. Our 

framework, shown in Table 1, introduces nine key competencies, which can be 

regarded as rather independent of specific tasks or problem situations at work but 

should be understood as general behavioral patterns that humans might be able to 

perform or learn when collaborating with AI-based agents at work. It also shows that 

there are certain interrelationships between the nine competencies identified so far; for 

example, competencies of dealing with AI in a reflective manner (4) might be 

interrelated with competencies of handling sensitive data critically (6) or competencies 

of upholding ethical and moral standards (7). In addition, we assume that there might 

be rather context and job specific configurational types of the set of introduced 

competencies (compositions) showing different levels of importance or relevance of 

each competence dimension in relation to the other competencies identified.  

Thus, we expect that specific configurations or compositions of these AI-related 

competencies might enable a greater number of employees from various fields and 

professions to collaborate more constructively with AI. Furthermore, we argue that 

human actors holding these competencies will be able to participate and engage more 

constructively in the further development of AI-based systems as AI development 

should not only be a question of appropriate techniques and algorithms but has to deal 

much more with the transformational changes of work and society.  

Concerning the framework deduced, we seek to initiate and contribute to further 

discussion and progress regarding the understanding and knowledge about 

transforming work environments, the changing role of employees and, consequently, 

the shift of job demands and challenges for the human actor in increasingly 

collaborative and interconnected work environments.  

We invite future research to take up this framework in order to develop it further 

towards a scientifically sound model of human’s AI-related competencies. Therefore, 

more qualitative and quantitative empirical field research seems to be necessary to 

evaluate, validate and adjust the results produced by our research. We argue that an 

empirically evaluated AI competence model is a key prerequisite for specific 

competence evaluation and development of humans within future work environments. 

This may also mean that in areas such as human resource management, researchers and 

practitioners should better understand the distinct capabilities and types of interaction 

of various AI-based agents in order to relate those to challenges for human actors during 
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collaborative processes. Thus, research and practice may benefit from more 

interdisciplinary research and development approaches in this area.   
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