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ABSTRACT

With the increasing use of drones for various applications,
their detection and tracking have become critical for ensuring
safety and security. In this paper, we propose an algorithm
for detecting and tracking drones from infrared (IR) images
in challenging conditions such as noise and distortion. Our
algorithm involves YOLOv7 for drone detection and utilizes
the SORT algorithm for real-time tracking. To detect distor-
tion in the drone images, we employed a vision transformer
in parallel with a customized CNN. The experimental results
demonstrate the effectiveness of our approach in challenging
conditions and highlight the potential for future develop-
ments in drone detection and tracking using deep learning
techniques. We achieve a precision of 94.2%, a recall of
92.64%, and a mean average precision (mAP) of 92.6% on
the provided test data. The implementation code can be
found at: https://github.com/a-bentamou/Drone-detection-
and-tracking.

Index Terms— Drone detection, drone tracking, distor-
tion detection, YOLOv7, SORT, vision transformer

1. INTRODUCTION

Unmanned aerial vehicles (UAVs), or drones, have become
increasingly popular over the years due to their versatility and
affordability. Drones are used in various applications, includ-
ing aerial photography, search and rescue missions, crop mon-
itoring, and package delivery [1]. They have also been used
in disaster management and relief efforts, as they can pro-
vide critical situational awareness and deliver essential sup-
plies to hard-to-reach areas [2]. However, this technology has
also given rise to new security challenges, particularly in the
field of surveillance. Drone-based threats, such as espionage,
smuggling, and terrorist attacks, have become a serious con-
cern for governments and private organizations alike [3].

Different sensors have used to detect drones such as radar
which faced difficulties due to the weak electromagnetic
signals transmitted by drones, acoustic and radio frequency-
based detection were also costly and inaccurate [4]. In addi-
tion, different deep learning-based systems for drone detec-
tion have been developed using various techniques. Some use
two-stage detection algorithms such as Faster R-CNN [5],
while others use one-stage detection algorithms like Single

Shot Detector (SSD) [6] and You Only Look Once (YOLO)
versions (v2 [7], v3 [8], v4 [9], v5 [10]). One-stage de-
tectors are known for their speed and real-time operation.
YOLO [11] has gained popularity in many computer vision
tasks due to its fast and accurate detection, making it suitable
for real-time implementation. Recently, YOLOv7 [12] has
been developed, which significantly improves the algorithm’s
performance.

A solution to drone detection is the use of infrared (IR)
imaging-based drone detection and tracking systems. These
systems rely on the detection of heat signatures emitted by
drones, which can be captured using IR cameras. However,
drone detection in distorted surveillance videos poses several
challenges, including the small size and speed of drones, their
flight characteristics, and the limitations of traditional sen-
sors. Environmental factors, such as background clutter and
weather conditions, can also affect detection accuracy, as can
noise and distortion in surveillance videos such as low light
conditions and motion blur. Addressing these challenges re-
quires innovative solutions that incorporate advanced sensor
technologies, data processing algorithms, and machine learn-
ing techniques.

In this paper, we present an approach for drone detec-
tion and tracking using IR imaging in distorted surveillance
videos. We propose to use YOLOv7 detector with Simple On-
line and Realtime Tracking (SORT) algorithm [13] which can
effectively detect and track drones in complex scenarios, such
as those with cluttered backgrounds and occlusions. Our ap-
proach incorporates a variety of techniques, including drone
detection, object tracking, and noise distortion detection to
achieve accurate and reliable detection and tracking of drones.

The remainder of this paper is organized as follows. In
Section 2, we describe the proposed approach in detail. In
Section 3, we present the experimental results and evaluate
the performance of our approach. Finally, in Section 4, we
conclude the paper and discuss future research directions.

2. PROPOSED APPROACH
In this section, we present the used dataset and the proposed
methods for drone detection and tracking.

2.1. Dataset
The dataset used in this study is derived from the original
“Drone detection dataset” [14]. It contains images extracted
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Fig. 1. Proposed neural network for drone detection and tracking.

from infrared (IR) videos at 30 frames per second and in-
cludes two classes: drones and birds. The images are of size
640×640 and are captured in challenging environments, such
as thick forest cover, cloudy sky, fog, and mist. The dataset
includes objects that are close or far-off from the field of view
of the source camera as illustrated in Fig. 2.

Fig. 2. Example of IR images from the proposed dataset.
They illustrate some challenging unconstrained environments
such as different backgrounds, forest cover, luminosity vari-
ations, and the various types of distortions. We can also see
that objects (drone or bird) are close or far-off from the cam-
era.

To enhance the algorithm’s robustness, the dataset in-
cludes various types of distortions, including salt and pepper
noise, speckle noise, and uneven illumination noise. The
training data consists of 7908 images, of which 2748 are
noised with salt and pepper noise, 2752 images with speckle
noise, and 2752 images with uneven illumination noise. The
training data includes 8179 bird bounding boxes and 484
drone bounding boxes. The number of images containing
birds is significantly more than those containing drones, thus
we are in the case of imbalanced data, which is a significant
challenge in drone detection. To address this issue, we per-
form data augmentation during training process by adding
new images including drones from the original dataset [14].
Finally, different type of distortions similar to that in the

competition dataset are added to the new images.
Two levels of evaluation are performed in order to assess

our proposed solution. First the level of drones detection.
At this level we use the dataset provided by the competition
and it comprises 726 images, containing 726 drone bound-
ing boxes and no bird bounding boxes. The second level of
evaluation is to assess the distortion detection method. Here
we use the images provided by the competition in addition
to other synthetic images that we create with various levels
of distortion. For drone tracking task, there are no labelled
videos in the provided dataset.

2.2. Proposed method

In this section, we describe the proposed method for in-
frared imaging-based drone detection and tracking in dis-
torted surveillance videos. The proposed method involves
three main steps as illustrated in Fig. 1: (1) drone detection
using YOLOv7 algorithm, (2) drone tracking using SORT
algorithm, and (3) detection of distortion in the IR images
using a vision transformer and a customized CNN. Each step
is explained in detail below.

2.2.1. Drone detection

The You Only Look Once (YOLO) algorithm [11] is a popular
object detection method known for its high accuracy and real-
time detection capabilities. Compared to other object detec-
tion algorithms like Region-Based Convolutional Neural Net-
work (R-CNN) [15] and SSD [16], YOLO is faster and more
precise. The latest versions of YOLO, such as YOLOv7 [12]
and YOLOv8, achieve even higher average precision on the
MS COCO dataset than the previous versions. In the context
of detecting drones in surveillance videos, YOLOv7’s real-
time detection capability and high level of precision make it a
suitable choice for this task. Its ability to accurately identify
small, fast-moving objects like drones is particularly useful
in surveillance scenarios where speed and accuracy are cru-
cial for identifying potential security threats.



Fig. 3. Proposed neural network for distortion detection.

2.2.2. Drone tracking

The Simple Online and Realtime Tracking (SORT) algorithm
[13] is a popular object tracking method that is designed to
track objects in real-time using a single camera. SORT uses
a combination of motion and appearance features to track ob-
jects and can handle occlusions, clutter, and other challenges
associated with object tracking. SORT is a simple yet effec-
tive algorithm that can track multiple objects simultaneously
and is widely used in various applications such as surveil-
lance [17] and self-driving cars [18]. The algorithm is com-
putationally efficient, making it suitable for real-time applica-
tions, and it has a high tracking accuracy and robustness, even
in cluttered environments.

In drone tracking, SORT uses motion and appearance fea-
tures to track the drone and predict its future position. The
algorithm can handle the occlusion caused by objects in the
drone’s path and can track multiple drones simultaneously.
SORT is also efficient at processing video data, allowing for
real-time drone tracking in surveillance videos. Additionally,
SORT can be combined with other algorithms, such as the
YOLOv7 algorithm, to enhance drone detection and tracking
accuracy. Overall, SORT algorithm provides an effective so-
lution for drone tracking in surveillance videos, making it a
valuable tool for security and surveillance applications.

2.2.3. Noise distortion detection

Deep learning methods distinguish between noise and image
signals by learning the noise distribution features from a large
number of noisy data samples. These approaches have been
frequently employed for image dehazing, debluring, and so
forth. In distortion detection problem, non-based deep learn-
ing [19] and deep learning based methods [20] have been pro-
posed, with the latter showing superiority due to automated
feature extraction and the availability of large datasets for
training. More recently, Vision Transformer (ViT) [21] has
grown in popularity due to its remarkable performance. It
is now commonly used in image recognition tasks. ViT is
a deep neural network architectural type. The ViT, has been

inspired from natural language processing (NLP) transformer,
which uses self-attention mechanisms to capture relationships
between different parts of the input sequence. In this work,
we develop a ViT that takes an image as input and divides it
into patches, which are then fed through a sequence of trans-
former layers. These transformer layers process the patches
and extract high-level features, which are then fed through
a final classification layer to predict the image label. ViT has
been shown to achieve state-of-the-art performance on several
benchmark datasets, demonstrating its potential as a powerful
tool for image recognition tasks.

In the context of IR images, ViT can be used in combina-
tion with customized Convolutional Neural Networks (CNNs)
to detect noise and distortion in the images (c.f Fig. 3). High-
level features, extracted from the IR image using ViT and
CNN in parallel, are concatenated to feed fully connected
layers in order to classify the image input into four classes
(detection free, Salt and Pepper, Spackle and Uneven Illu-
mination noises). The combination of these two techniques
improve the accuracy for noise and distortion classification in
IR images.

3. EXPERIMENTAL RESULTS

In this section, we present the results of our proposed algo-
rithm. We evaluate the performance of the drone detection
using various metrics such as mean Average Precision (mAP),
precision, and recall. Additionally, we analyze the accuracy
of the algorithm in detecting different types of distortions. We
notice that this method was part of the ICIP 2023 challenge
titled ”Infrared Imaging-based Drone Detection and Tracking
in Distorted Surveillance Videos”. We are proud to report that
our method achieved second place in this competition.

3.1. Drone detection
Table 1 presents the results in term of the precision, recall and
mAP metrics on test data where the images are noised with
different noise distortions. These evaluation results demon-
strate the high accuracy of the proposed model in detecting



drones under different noise distortions. The precision, re-
call, and mAP metrics indicate that the model performs con-
sistently well, achieving a precision score of 94.2%, a recall
score of 94.62%, and an mAP score of 92.6%. These results
suggest that the proposed model is robust and effective in de-
tecting drones in various scenarios and under different noise
distortions. Moreover, the precision-recall curve plotted in
Fig. 4 further supports the high accuracy of the model, as
the curve tends towards the upper-right corner, indicating the
model’s high precision and recall. Overall, the evaluation re-
sults demonstrate that the proposed model can be a valuable
tool for drone detection in real-world applications.

Table 1. The results of the evaluation for an intersection over
union (IoU) = 0.5 on testing data (en %).

Class Precision Recall mAP
Drone 94.2 94.62 92.6

Fig. 4. Precision-recall curve of drone class on testing data.

3.2. Drone tracking
We note that the provided dataset lacks labelled drone track-
ing videos for algorithm evaluation. However, we apply our
algorithm on videos from the original dataset [14] that do not
contain any tracking labels. Fig. 5 illustrates some example
frames of the algorithm’s tracking performance on a video.
As we can see from the figure, the proposed algorithm suc-
cessfully tracks the drone in all video frames. The SORT
algorithm is efficient and robust for drone tracking and it is
able to track the drone accurately without the need a training
phase or labelled videos.

Frame 1            Frame 100            Frame 200            Frame 300

Fig. 5. Examples of drone tracking from different frames.

3.3. Noise distortion detection

In order to evaluate the performance of our noise distortion
detection, we present the confusion matrix in Fig. 6. The
confusion matrix shows the classification results of the test
data with different types of noise distortions: speckle noise,
salt and pepper noise, and uneven illumination noise. The
diagonal elements in the matrix represent the percentage of
correctly classified images, while the off-diagonal elements
represent the percentage of misclassified images. From the
confusion matrix, we can see that our proposed algorithm
achieved high precision in classifying the distorted images.
Specifically, 91% of speckle noise, 100% of salt and pepper
noise, and 93% of uneven illumination noise were correctly
classified. The algorithm achieved an accuracy of 92% indi-
cating that our method is effective in detecting different types
of noise distortions in IR images.

Fig. 6. Confusion matrix for noise distortion detection in IR
images.

4. CONCLUSION

In this paper, we proposed an algorithm for drone detection
from IR images using YOLOv7 and deep learning-based
noise distortion detection using a vision transformer and a
customized CNN. We also used data augmentation to handle
the class imbalance problem, which improved the accuracy
of our algorithm. Our experiments showed that our approach
for drone detection achieved a precision, recall, and mAP
of 94.2%, 94.62%, and 92.6%, respectively, on the provided
test data. Moreover, the proposed noise distortion detection
achieved a high classification accuracy of 91% for speckle
noise, 100% for salt and pepper noise, and 93% for uneven
illumination noise. Overall, our results demonstrate the ef-
fectiveness of our approach in drone detection and noise
distortion detection, which can be useful in various applica-
tions, such as surveillance, search and rescue, and monitoring
of critical infrastructure. Future work can involve exploring
the use of other deep learning architectures and investigating
the performance of our approach on different datasets and
environmental conditions.
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