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Abstract 

Phosphorus intergranular segregation is known to influence the fracture properties of steels by decreasing 

grain boundary cohesion and induce intergranular fracture. Different techniques such as Angle-Resolved 

X-ray Photoelectron Spectroscopy (AR-XPS), Wavelength Dispersive Spectroscopy (WDS), Energy 

Dispersive X-ray Spectroscopy coupled with Scanning Transmission Electron Microscope (STEM-EDX), and 

Atom Probe Tomography (APT) can be used to quantify intergranular segregation. Although many studies 

of this phenomenon were conducted over the last decades, there are rarely direct comparisons between 

different techniques and there is still a need of reliable and comparable quantification methods for grain 

boundary segregation. This study cross-compares four available techniques (AR-XPS, WDS, STEM-EDX, and 

APT) to quantify phosphorus interfacial segregation within the same grain of a sample. This was done by 

fabricating a Fe-P-Fe sandwich specimen with phosphorus segregated at the interface. Attention was paid 

to the way of expressing the results of the different techniques so that they can be compared with one 

another. The quantification results from the different techniques show reasonable agreement. 
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1. Introduction 

In a general way, interfacial segregation describes the rearrangement of solute atoms locally at planar 

defects, such as grain boundaries, precipitate-matrix interfaces, and free surfaces. It is important to 

experimentally identify and quantify this phenomenon, since it can strongly affect the cohesive energy of 

the interface, and thus the material properties. For example, in the nuclear industry, it has been shown 

that phosphorus intergranular segregation influences the fracture properties of steels [1]–[6]. Developing 

analytical methods for accurate quantification of phosphorus grain boundary segregation is crucial for 

understanding, modelling and predicting aging of heavy components in the nuclear industry. 

The most common technique for grain boundary segregation identification and quantification is Auger 

Electron Spectroscopy (AES) [1]. However, the limitation of AES is the need of intergranular fractured 

surfaces that can only be obtained when there is a minimum amount of embrittling elements segregated. 

Also, these analyzable grain boundaries are often limited to prior austenite grain boundaries in bainitic or 

martensitic steels. In cases where intergranular fracture of the specimen cannot be obtained, the analysis 

of the grain boundaries using AES is simply not possible. This has raised difficulty to conduct research on 

representative materials where the bulk phosphorus content is low. 

Besides AES, X-ray Photoelectron Spectroscopy (XPS) could also in principle be used for the analysis of 

grain boundary segregation. Nevertheless, due to its poor lateral resolution (some tens to hundreds of 

µm), the local analysis of grain boundary facets on a fracture surface is practically impossible. On the other 

hand, Wavelength Dispersive X-ray Spectroscopy (WDS) can also be adapted for intergranular segregation 

quantification. WDS analyzes both the signals from surface segregation and bulk. When analyzing with 

different accelerating voltages and adapting the quantification procedure, it is possible to separate the 

contribution of the surface segregation from the bulk. It was demonstrated that this method has excellent 

quantitative ability and is not as sensitive to surface contamination as AES [7], [8]. 
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Different from previously mentioned techniques, Atom probe Tomography (APT) provides another 

approach to analyze intergranular segregation. Thanks to the development of Focus Ion Beam (FIB), it has 

become possible to select particular grain boundaries for APT analysis. Akhatova et al. [9] have described 

the method of preparing a single grain boundary on APT tips, and the method linking the segregation 

quantification to grain boundary characteristics. Zhang et al. [10] further adapted the method on industrial 

grade alloys to quantify segregated elements. However, APT has limitations for the analysis of grain 

boundary segregation, including the limited grain boundary area analysed, the difficulty of specimen 

preparation and the risk of specimen failure during analysis. Energy Dispersive X-ray Spectroscopy (EDX) 

equipped on Scanning Transmission Electron Microscope (STEM) also allows selecting particular grain 

boundary to analyze. It also has the advantage of possibly having multiple grain boundaries per sample 

and that the sample can be re-analyzed multiple times. However, in contrast to APT, STEM-EDX cannot 

analyse certain elements like H or Li. There have been some studies [11]–[16] using STEM-EDX as a method 

to quantify intergranular segregation. However, the main debate arises from the beam-specimen 

interaction (electron distribution, beam broadening) during analysis and how this affects the 

quantification of the segregated elements [12], [17]. The quantification procedures usually require 

different assumptions so that the measured apparent concentration can be expressed as the real grain 

boundary concentration. These assumptions are often the beam/matter interaction volume after beam 

broadening and the grain boundary thickness that can vary from different studies and are sometimes not 

specified. 

Among the different characterization techniques mentioned above, different works were done to compare 

intergranular segregation measurements. Allart et al. [18] worked on sulfur segregation in nickel using AES 

and WDS, showing a linear relationship between the two techniques. Some authors worked on 

comparisons between STEM-EDX and AES [12], [19]–[22] in different systems. Their results are often based 

on different hypotheses for STEM-EDX quantifications and different interpretations of the peak height 
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ratio for AES measurements so that direct comparison is complicated. Akhatova et al. [9] compared 

phosphorus intergranular segregation results in a Fe-P model alloy from APT and AES, and found similar 

results. Furthermore, in a previous study [23], the authors of this paper have worked on comparing STEM-

EDX and APT quantification results on the same grain boundaries as those studied by Akhatova [9]. They 

show that the results agree within 15%. Weidow et al. [24] measured segregations in WC doped with V, 

Cr, Mn using STEM-EDX and APT. However, no direct comparison was provided. The different limitations 

of each technique mentioned above are common problems shared in those studies. Direct comparisons of 

intergranular segregation quantifications are rarely provided. This may be due to the limited access to 

quite specific instruments (like APT or AES after in-situ fracture), as well as the difficulty to replicate 

measurements on the same grain boundary to allow direct comparison: for example, AES analysis of grain 

boundaries needs to fracture the specimen, which makes it a destructive technique, so that it is practically 

impossible to compare AES with other methods of measurements on a unique grain boundary. 

Results of “concentration of intergranular segregation” can be presented in different units such as 

fractions of a monolayer [25], coverage ratios, atomic percentages [26], [27], and surface concentrations 

(atoms/unit surface) [9], [10], [12]. Some of those units need assumptions. For example, to express the 

segregation measurement as a fraction of a monolayer, it is needed to define a number of atoms in a 

monolayer. This can be easily calculated assuming for example that a monolayer is a close packed plane 

of the crystal structure (for example, (110) in BCC metals). On the other hand, the concept of coverage 

ratio needs to assume a number of segregation sites per unit area in the interface. Finally, the 

determination of an atomic percentage requires the definition of a grain boundary thickness. 

Unfortunately, some of these assumptions are not always clearly defined in literature, making comparison 

of results from different sources practically impossible. 

The objective of this work is to cross-compare quantifications of segregation on one single interface using 

four different analytical methods: AR-XPS (angle-resolved XPS), WDS, STEM-EDX, and APT. To achieve that, 
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a surface approach was used first: a phosphorus doped iron substrate covered with a fractional monolayer 

of surface-segregated phosphorus was analyzed using XPS and WDS. Then, the phosphorus segregated 

layer was covered with a 100 nm layer of iron deposition. This creates a Fe-P-Fe sandwich to mimic a P-

segregated grain boundary. FIB specimens were then cut from that “grain boundary” in order to conduct 

STEM-EDX and APT analyses on the same segregation layer as that analyzed using XPS and WDS. Particular 

attention was paid to express the results from the different techniques in the same unit (surface 

concentration). For each technique, a confidence interval of the measurement was determined using 

statistics considerations. 

 

2. Material and Methodology 

The approach developed in this work is based on a Fe – P – Fe (iron-phosphorus-iron) sandwich specimen, 

where phosphorus is present at the interface as a fractional monolayer. The material used as a substrate 

here is a disk (8 mm diameter, 0.6 mm thick) cut from a model Fe – 0.0011 wt%P alloy fabricated in the 

laboratory. The phosphorus concentration was verified by X-ray fluorescence spectrometry and WDS. It 

should be mentioned that trace amounts of sulfur (< 3 wt ppm) are also present in the model alloy used. 

The disk was polished down to colloidal silica. To ensure comparable results, a grain large enough for all 

techniques was identified. This is a compromise between the different spatial resolutions of the different 

techniques. A large grain was chosen due to the XPS beam size (selected to be at 400 µm), and the analysed 

volumes of other techniques were all within this grain. Figure 1 shows an optical micrograph of the sample 

surface, where the grain boundaries are marked in black. A scratch on the sample surface (white line) 

locates the grain of interest. The different acquisition zones for each technique are indicated in different 

colors. It is to be noted that the TEM thin foils and APT chunk are out of scale in Figure 1. 
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Figure 1: Optical micrograph of the polished Fe-P substrate. A large grain is identified and the different 
acquisition zones for each technique are marked. The grain boundaries are highlighted in black, the 
bright line is a scratch on the surface used for locating the grain of interest. XPS zone corresponds to the 
size of the primary X-ray beam, WDS zone is a 3x3 matrix of point analyses that covers 100 x 100 µm, 
TEM zones correspond to four FIB thin foils, APT zones are two chunks that result in five APT tips. The 
TEM thin foils and APT chunks are out of scale in this image. 

 

The procedure of the sandwich specimen fabrication and the quantification by each technique are 

described in the following and illustrated in Figure 2. 
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Figure 2: Schematic of the experimental procedure followed in this work. 

 

The disc mounted on a resistive heater incorporated in the sample holder was introduced into the Ultra-

High Vacuum analysis chamber (10-9 mBar) of a Thermo VG Thetaprobe spectrometer (Figure 2 (b)). XPS 

analysis was carried out with a focused monochromatic Al Kα source (hν =1486.68 eV, 400 µm spot size) 

and photoelectrons were collected using a concentric hemispherical analyzer operating in the constant ΔE 

mode and a 2D channel plate detector. The energy scale was calibrated with sputter-cleaned pure 

reference samples of Au, Ag and Cu such that Au4f7/2, Ag3d5/2, and Cu3p3/2 were positioned at binding 

energies of respectively 83.98, 386.26 and 932.67 eV. After surface cleaning using Ar+ ions, the disc was 

in-situ annealed at 500°C for 1 hour. The temperature was Proportional, Integral, Derivative (PID) 

controlled using a thermocouple welded to the surface of the analyzed specimen and fast acquisition of 

the P2p peak was performed in snapshot mode using the 128 channels of the energy dispersive 2D detector 

axis in order to follow kinetics of phosphorus segregation. When equilibrium was reached, Angle-resolved 

XPS (AR-XPS) measurements were conducted thanks to the ability of the spectrometer to simultaneously 
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collect several photoelectron emission angles in acceptance range of 60° without tilting the sample. The 

photoelectrons were collected at six emission angles in the range of 25 to 75° with respect to the normal 

of the sample surface with 10° step. The acquisitions consisted of scanning the kinetic energy range of 

1310 to 1450 eV with an analyser pass energy of 50 eV which gave energy resolution corresponding to a 

width of the Ag3d5/2 peak measured on a sputter clean pure Ag sample of 0.55 eV. The XPS analyses were 

carried out in an acquisition zone (Figure 1) located in one single grain. It is to be noted that sulfur 

segregation was also observed during annealing, although the sulfur bulk content of the substrate material 

is below 3 ppm. However, the presence of segregated sulfur does not affect the procedure of phosphorus 

quantification. As segregation of P and S was observed at the surface, it was decided to quantify both 

elements in this study. 

After XPS analysis, the disk was transferred to a Cameca SX-fiveFE Electron Micro Probe Analyzer chamber 

for WDS analysis (Figure 2 (c)). The specimen was carried at atmospheric pressure during transfer, so that 

the formation of a native surface oxide layer was inevitable. The problem of this oxide layer is treated later. 

However it was shown that WDS is not sensitive to nanometric oxide layers in contrast to XPS [7]. The 

multi-tension method proposed by Christien et al. [7] was performed with accelerating voltages of 5, 10, 

and 15 kV, and currents of 180, 250, and 233 nA in respect to each voltage. The electron beam was 

defocused at 10 µm. Analyses were conducted on a grid of 3x3 points (50 µm apart). The WDS acquisition 

locations are indicated in green in Figure 1. Two large pentaerythritol (PET) crystals with a 2d value of 8.75 

Å were used. Considering the low segregated amount, the exact peak positions of P and S, expressed in 

105 sin(θ), were determined on a standard material before acquisition at each accelerating voltage. The 

peak positions of phosphorus are 70407, 70407, 70404 and the peak positions of sulfur are 61381, 61395, 

61364 at 5, 10 and 15 kV respectively. The peak intensity was obtained by measuring the counts at the 

peak maximum and then removing the background. The background positions, expressed in 105 sin(θ), 

were on the left (-750) and right (750) side of the peak positions. The acquisition was repeated twice at 
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the same positions to ensure that the surface contamination due to the electron beam has no effect. The 

standard materials used for this study are InP (In 78.76 wt% - P 21.24 wt%) and FeS2 (Fe 46.55 wt% - S 

53.45 wt%). The counting time corresponding to one single analysis was 2147 s at the peak position, and 

half the time at both the background positions. 

Once the WDS analyses was completed, a thin layer of iron was deposited on top of the phosphorus and 

sulfur surface segregation layer at ambient temperature. Gatan Precision Etching and Coating System 

(PECS) using Ar+ ions and a target of 99.99 wt% Fe (impurities are mainly Mn <800, C <200, P <200, S <150 

wt ppm) was used. PECS was set to operate at 8 kV, the vacuum was optimized by flushing with argon and 

using a cold finger with liquid nitrogen. The pressure in the PECS chamber during deposition was about 10-

3 Pa. At first, the sample was covered with a shutter so that the target can be cleaned. Then, the deposition 

was conducted in a sequence of six steps of five minutes, expecting around 100 nm of iron deposition. To 

avoid too much heating of the iron target, there was a 20 minute gap between each deposition step. As 

the temperature remains low during deposition, it is assumed that the deposition process does not induce 

phosphorus long-range diffusion. At the end, the sandwich specimen was obtained with the “surface” 

segregation layer between the substrate and the deposited iron, which was used to mimic grain boundary 

segregation. 

Four TEM thin foils (Figure 2 (e)) were prepared using FEI Helios DualBeam FIB operating at 30 kV. The 

current used for final milling ranges from 920 nA to 28 nA. The FIB preparation was conducted so that the 

targeted interface is being aligned nearly edge-on (parallel to the TEM primary electron beam) right after 

FIB preparation (a few degrees off). Accurate edge-on condition is then obtained by slightly tilting the foil 

in the microscope. The final thicknesses of the thin foils were around 100 nm. The positions of thin foil 

extraction were random but all very close to the WDS acquisition zone and inside the XPS zone, indicated 

in red in Figure 2. 
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The STEM-EDX acquisitions (Figure 2 (f)) were performed in a FEI Tecnai OSIRIS TEM operating at 200 kV. 

The analytical system is based on the EDX FEI SuperX system using four windowless detectors. The setting 

of the beam was done to have about 30 kcps in total during EDX acquisitions, the beam condition was 

adjusted depending on the thin foil local thickness. The beam current under this criterion is around 0.5 nA 

and the beam size is about 1 nm. Elemental mapping was conducted using the hypermap function of Esprit 

v1.9 by Brukers was used. The mapping size was approximately 161 x 40 nm, giving a pixel size of 0.157 

nm. The acquisition time was usually around 40 minutes for the entire map. The drift correction option in 

Esprit was used. The drift observed during the acquisitions was around 30 nm on average. These conditions 

were the same as in the authors’ previous work in [23]. 

 

For APT analysis, two chunks were extracted within the same grain close to the acquisition zone of WDS 

(white areas in Figure 1) by conventional lift-out method, using a Zeiss XB540 dual beam. Five APT tips 

were prepared by annular milling from these chunks. In all cases, the interface was nearly perpendicular 

to the tip axis. Its position in the needle was checked after each milling step using transmission Kikuchi 

diffraction. When the distance between the interface and tip apex was smaller than 250 nm, the final 

milling step was performed using a Ga+ ion energy of 2 keV to avoid contamination and implantation in 

the sample. This cleaning step was stopped when the interface was located at less than 50 nm from the 

tip apex. The interface composition was measured using a local-electrode atom probe (LEAP) 4000X HR 

from Cameca in voltage mode. The tips were cooled down to 69K. The pulse fraction was 20%, the pulse 

repetition rate was 200 kHz, and the detection rate was kept between 0.1 and 0.25%. The phosphorus 

segregated interface was analyzed successfully in three of the tips. In total, more than 1.5 million atoms 

were detected for each tip. The software IVAS 3.8 was used for reconstructing the analyzed APT tips. Since 

the Fe deposited layer and the substrate have different evaporation fields, the reconstruction was done 

considering a constant cone angle, estimated from scanning electron microscope images of the tips. 
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Typical parameters for ferritic steels were used for the reconstruction: image compression factor of 1.6 

and field factor of 4.5. Further data treatment was performed using the GPM 3D software. 

It is to be noted that all the analyses are carried out within the same initial grain (Figure 1). We assume 

that the surface of this grain can be considered a plane of given Miller index and that the segregation over 

the surface of that grain is reasonably homogeneous. Under this assumption, the analysed volume of the 

different techniques was chosen to be as close to each other as possible (see Figure 1), i.e. the WDS zone 

is within the XPS analyzed surface and the STEM-EDX FIB thin foils and APT chunks are beside and very 

close to the WDS analyzed zone. 

 

3.1 Results & Discussions 

3.1.1 Quantification by Angle resolved-XPS 

Quantification of sub-monolayer of segregated P and S impurities in terms of surface concentration 

(atom/nm2) was performed using the ratio of P2p or S2p photoelectron peak intensities to the one of Fe2p 

peak obtained after removing a Tougaard inelastic background [28] from each spectrum acquired at the 

six different emission angles α: 25°, 35°, 45°, 55°, 65°, and 75°. Figure 3 shows examples of spectra 

obtained after background subtraction for a bulk sensitive configuration, i.e. using a photoemission angle 

close to the normal of the sample (α = 25°), and a surface sensitive one, i.e. using a grazing angle (α = 75°). 

P2p and S2p peaks are identified, which demonstrates the presence of phosphorus and sulfur surface 

segregation. In addition, increasing the emission angle increases the P2p and S2p peak intensity, relatively 

to Fe3p peak intensity which is coherent with the presence of S and P at the extreme surface.  
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Figure 3: XPS spectra measured at emission angles of (a) 25° and (b) 65° of Fe sample annealed at 500°C 

for 1 hour in an ultrahigh vacuum. P and S surface segregation is evidenced. 

 

The peak intensity ratio of P2p/Fe3p (or S2p/Fe3p) as demonstrated in appendix 1 has a linear relationship 

with the inverse of the cosine of the photoelectron emission angle α relative to the normal of the sample. 

This relationship is described by the following expressions for P2p (the same type of expressions apply for 

S2p): 
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85.5  atomatoms/nm3) and S2p is the surface concentration of P segregated atoms in atom/nm2. The 

functions 
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Figure 4: AR-XPS measurements. Peak intensity ratios 2

3

P p

Fe p

I

I
 and 2

3

s p

Fe p

I

I
corrected from their 

respective factors 
3

2

.
Fe p

P p

K
R

K
and 

3

2

.
Fe p

S p

K
R

K
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cosine of the photoelectron emission angle α relative to the normal of the sample. The measurements 
were conducted after one hour annealing treatment at 500°C in ultra-high vacuum. 

 

3.1.2 Quantification by multi-tension method using WDS 

For WDS acquisitions, the multi-tension method proposed by Christien et al. [7] was applied. The relative 

intensity 𝐼/𝐼𝑆𝑡𝑑 of phosphorus and sulfur are plotted in Figure 5 and Figure 6, respectively. 𝐼 is the intensity 

(expressed in counts/s/nA) of the P Kα and S Kα line and 𝐼𝑆𝑡𝑑 is the intensity of the same line measured on 

the standard material. As expected, the relative intensity of both elements increases as the acceleration 

voltage decreases, indicating that the surface is enriched in both phosphorus and sulfur. Two series of 

measurements were conducted corresponding to square and triangle symbols in Figure 5 and Figure 6. 

These data points were fitted by a commercial software StratagemTM, following the same procedure as 

that presented in [7] in order to extract the phosphorus and sulfur surface concentrations. StratagemTM is 

based on the model developed by Pouchou [30] for electron probe microanalysis of stratified specimens. 

Two stratified structures were defined in StratagemTM: the substrate is defined as iron containing 0.0011 

wt%P. No sulfur was considered in the substrate as its content is below 3 wt ppm and has no effect at all 

on the calculations conducted using StratagemTM. For the first structure, a pure phosphorus surface layer 

was added on the substrate. For the second structure, a pure sulfur surface layer was added on the 

substrate. The mass thickness of the surface layer in both cases were adjusted so that the calculated curve 

can best fit the experimental points. 

In the case of phosphorus segregation in Figure 5, the dashed line was calculated using StratagemTM in the 

case when the sample surface is not enriched with phosphorus. In this case, the curve obtained depicts 

the contribution of bulk phosphorus only (0.0011 wt%). The continuous line shows the case where the 
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phosphorus surface segregation mass thickness was adjusted to 16.0 ng/cm2, which is equal to 3.11 

atom/nm2. The same values of I/IStd were obtained in the first and second measurements, which shows 

that there is no effect of surface contamination from the electron beam. As already mentioned earlier, the 

specimen was in contact with room atmosphere between AR-XPS and WDS analyses, so a native oxide 

layer covering the specimen surface is expected. STEM-EDX observation described later indeed showed a 

3 nm thick oxide layer located on top of the segregation layer. An additional curve fit by StratagemTM with 

a three-layer stratified structure was done, adding a layer of 3 nm Fe2O3 [31], [32] on top of the segregation 

layer. However, the phosphorus surface mass thickness extracted from the fit procedure was unchanged 

in this case (16.0 ng/cm2), showing no influence from the native oxide layer on the quantification of the 

segregated element. 

 

 

Figure 5: WDS measurements. Phosphorus relative intensities (log scale) versus accelerating voltage. 

Squares: first round acquisition. Triangles: second round acquisition. Lines: curves calculated using 

StratagemTM. Dashed line: only the phosphorus bulk content is considered (0.0011 wt% P). Continuous 

line: both phosphorus bulk content (0.0011 wt% P) and a phosphorus surface concentration of 16.0 

ng/cm2 = 3.11 atom/nm2 are considered. 

 

In the case of sulfur in Figure 6, the WDS measurements were more difficult than for phosphorus. The 

reason is that a 3rd order K peak of iron is located close to the S Kα peak. Although its intensity is very low, 
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it results in a significant overestimation of the background, resulting in underestimation of the S Kα peak 

intensity. This peak could not be completely discarded using the pulse height analyzer of the WDS 

spectrometer. In addition, attempts in shifting the background measurement position further from the S 

Kα peak also resulted in background overestimation. This spurious iron peak is located on the positive side 

of the sulfur peak. It should be mentioned that this problem does not exist at 5 kV as this voltage is not 

high enough to ionize the K level of iron, so that there is no iron spurious peak in this case. For the 

measurements conducted at 10 and 15 kV, the method of background measurement was changed 

between the first series of measurements (square symbols in Figure 6) and the second one (triangle 

symbols in Figure 6) in order to obtain the upper and lower limits of the S peak intensity. For the first 

dataset (squares), the conventional method was used, i.e. the background is measured on both sides of 

the sulfur peak (+750 and -750). In this case, the S peak intensity is underestimated. In the second dataset 

(triangles), the background is only measured at the negative side of the sulfur peak (-750), i.e. opposite to 

the spurious iron peak. However, because of the slope of the background, this results in an 

underestimation of the background, i.e. overestimation of the S peak intensity. The two datasets obtained 

at 10 and 15 kV give the upper and lower limits of the sulfur relative intensity. The sulfur surface 

concentration was adjusted in StratagemTM so that the calculated curve fits the measurements obtained 

at 5 kV. A sulfur concentration of 21 ng/cm2 was obtained, which is equal to 3.94 atom/nm2. It is to be 

noted that, as expected, the curve fit passes in between the two datasets at 10 and 15 kV. 
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Figure 6: WDS measurements. Sulfur relative intensities (log scale) versus accelerating voltage. Square: 

first round acquisition. Triangle: second round acquisition. Line: curves calculated using StratagemTM 

with a sulfur surface concentration of 21 ng/cm2 = 3.94 atom/nm2. 

 

 

Christien et al. [7] conducted a detailed analysis of the statistical accuracy of surface segregation 

measurements using WDS. Following their approach (see Eq. 6 in [7]), the 68% confidence intervals of our 

WDS measurements of P and S segregation were determined at each accelerating voltage. It was found 

that the statistical accuracy achieved in this study is about 1%. This was permitted by the high beam 

current (250 nA) and very long counting times (38,646 s in total for each accelerating voltage). The final 

WDS results can be expressed as follows: 𝑆𝑃 = 3.11 ±  0.03 and 𝑆𝑆 = 3.94 ±  0.04  atom/nm2. 

 

3.1.3 Quantification by STEM-EDX 

 

The STEM bright field image in Figure 7 shows a clear structure of the different layers: substrate / 

segregated layer / native oxide / deposited iron with different steps separated by oxide layers. 
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   (a) (b) 

Figure 7: STEM-EDX acquisition on the sandwich sample. (a) STEM BF image of one of the thin foils, the 
EDX acquisition zone is marked in black. (b) BF image and EDX element maps of Fe, P, S, and O.  

 

Sharp interfaces can be seen, meaning that those interfaces are well aligned vertically, i.e. parallel to the 

electron beam. The substrate and the iron deposit were not aligned in zone axis for the mimic grain 

boundary to be aligned. Phosphorus and sulfur segregation are found at the substrate/oxide interface in 

Figure 7 (b), which is expected as the oxide formed after the segregation layer. The native oxide thickness 

is about 3 nm (orange arrow in Figure 7 (b)). In the iron deposition, there are different layers that 

correspond to the sequences during deposition. Oxide layers formed between each deposited layer due 

to the pause between each step. One of these oxide layers can be seen in Figure 7 (b) (blue arrow). The 

importance of keeping one of these oxide layers in the acquisition zone will be discussed later. Figure 8 

shows line scans of the different elements across the different layers. Those line scans were obtained from 

vertical averaging of the EDX map. It confirms that phosphorus and sulfur segregation are located at the 

substrate/oxide interface. There are two oxygen peaks: the one on the left corresponds to the native oxide 
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covering the segregation layer, the second one is related to an intermediate oxide layer that formed 

between two steps of iron deposition. 

 

Figure 8: Line scans obtained from vertical averaging of the STEM-EDX mapping of Figure 7 (b).  

 

In total 29 STEM-EDX acquisitions at different positions were performed on the four thin foils. For STEM-

EDX acquisitions, a similar data treatment procedure as in the previous work by the authors [23] was 

applied. This procedure relies on three boxes extracted from the STEM-EDX maps. The central box contains 

the grain boundary (GB) to be analyzed. The two others are located on the left and on the right of the 

central box and that allows for the obtaining of a reference spectrum used for spectrum background 

removal. As shown in [23], background removal is critical to obtain accurate P and S peak intensities. Figure 

7 shows an example of maps obtained from STEM-EDX. The three boxes selected are shown in red and 

yellow in Figure 7 (b). The central GB box contains the simulated grain boundary, as well as the native 

oxide. The left box is entirely located in the iron substrate and the right box is in the iron deposit. The right 

box was selected so that it contains an intermediate layer of oxide. This was done deliberately in order to 

include an oxide contribution to the reference spectrum background shape. Figure 9 (a) compares the GB 

spectrum (central box) and the reference spectrum (the two yellow boxes), where the X-ray intensity is 
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expressed in number of counts per second (cps), obtained for this particular acquisition. The reference 

spectrum 𝑃𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒, expressed in counts per second (cps), is obtained from:  

 
𝑃𝑅𝑒𝑓𝑒𝑟𝑒𝑛𝑐𝑒 =

𝐵𝑠𝑢𝑏 + 𝛾 𝐵𝑑𝑒𝑝

𝑡𝑠𝑢𝑏 + 𝑡𝑑𝑒𝑝
 (2) 

where 𝐵𝑠𝑢𝑏  and 𝐵𝑑𝑒𝑝  are the “substrate” and “iron deposition” spectra (yellow boxes Figure 7 (b)), 

expressed in counts, 𝛾  is an adjustable parameter used to balance background contribution from 

“substrate” and “iron deposition” boxes ( 𝛾 = 1.2 − 1.5) , 𝑡𝑠𝑢𝑏  and 𝑡𝑑𝑒𝑝  are the counting times 

corresponding to “substrate” and “iron deposition” boxes (i.e. number of pixels in the box times the 

counting time per pixel). An adjustable parameter 𝛾  was needed here to obtain identical background 

shapes for the GB and reference spectra. This is due to the contribution of oxides to the background shape: 

the 𝛾 parameter makes it possible to have the same oxide contribution in the two spectra. Figure 9 (a) and 

(b) shows the comparison between the GB spectrum and the reference one. The background shapes 

obtained are very similar, which allows correct background removal. A peak from Pt Mα and Zr Lα is found 

very close to P Kα. As detailed in [23], Pt comes from the FIB preparation and Zr from the EDX detector. 

However, the presence of these spurious peaks do not particularly complicate the P peak extraction. The 

Ag peaks are not identical on both spectra (silver is a contamination of the deposit). Again this does not 

affect the P and S peaks. 

The net phosphorus Kα peak and net sulfur Kα peak were obtained by subtracting the reference spectrum 

from the GB one (Figure 9 (c)). Gaussian functions were fitted to the peaks to determine the phosphorus 

and sulfur peak intensities. The iron peak intensity was obtained in the same manner by fitting a Gaussian 

function to the iron Kα peak directly on the substrate spectrum (Figure 9 (d)).  
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(a) 

   

(b) (c) (d) 

Figure 9: STEM-EDX data treatment: (a) superposed GB spectrum (corresponding to the red box in Figure 

7 (b)) and reference spectrum (corresponding to two yellow boxes in Figure 7 (b)), (b) zoom in of (a) at 

the energy range close to P Kα and S Kα peaks, (c) P Kα and S Kα peaks after background subtraction (GB 

spectrum minus reference spectrum) fitted by a Gaussian function, (d) Fe Kα and Fe Kβ peaks from the 

substrate spectrum (corresponding to the left yellow box (b)) fitted by a Gaussian function. 

 

The Cliff-Lorimer [33] method is used to quantify phosphorus and sulfur, the adapted formula is [23]: 

 

𝐶𝑖 =
𝑘𝑖/𝐹𝑒 ∗ 𝐴𝐶𝐹𝑖/𝐹𝑒 ∗ 

𝐼𝑖
𝐼𝐹𝑒

1 + ∑ ( 𝑘𝑖/𝐹𝑒 ∗ 𝐴𝐶𝐹𝑖/𝐹𝑒 ∗ 
𝐼𝑖

𝐼𝐹𝑒
)𝑖

  (3) 

where 𝐶𝑖 is the concentration of element i (phosphorus, sulfur), 𝑘𝑖/𝐹𝑒 is the k factor of element i in respect 

to iron, 𝐴𝐶𝐹𝑖/𝐹𝑒 is the absorption correction factor of element i in respect to iron, 
𝐼𝑖

𝐼𝐹𝑒
 is the intensity ratio 
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of the element i Kα peak and Fe Kα peak. The k factors used in this study are: 𝑘𝑃/𝐹𝑒 = 0.790 [23] and 

𝑘𝑆/𝐹𝑒 = 0.786 [34]. ACF for each element are calculated based on the same method mentioned in [23]. 

The interface segregation can be expressed in atom/nm2 using [12], [23]:  

 𝑆𝑖 = 𝑤𝑁
𝐴𝐹𝑒

𝐴𝑖
𝐶𝑖 (4) 

where 𝑆𝑖 is the interface concentration of element i in atom/nm2, 𝑁 is the matrix density in nm-3 (85.5 nm-3 

for iron), 𝐴𝐹𝑒 and 𝐴𝑖  are the atomic mass of iron and element i, respectively, w is the GB box width. 

It should be mentioned that an adaptation from the method proposed by Hsu et al. [23] was done here. 

In [23], the iron peak intensity considered in the Cliff-Lorimer equation is that from the GB box. Instead 

here, the iron peak intensity from the substrate box is considered. This modification is to avoid the 

underestimation of iron peak intensity induced by the native oxide layer present in the GB box. Indeed, 

when the electron beam interacts with the oxide layer, the iron signal is lower than in pure iron (see Figure 

8). So taking the iron peak intensity form the GB box would in turn result in overestimating the P and S 

concentration when using the Cliff-Lorimer equation (Eq. (3)). It is to be mentioned that this adaptation is 

valid only because the amounts of P and S measured in the GB box are low (on the order of 0.5 wt%). 

Among 29 acquisitions in four thin foils, the average of phosphorus and sulfur segregation obtained are 

𝑆𝑃 = 4.22 ± 0.01 atom/nm2 and 𝑆𝑆 = 3.86 ± 0.01 atom/nm2. The results are slightly higher than what 

was measured by XPS and WDS, but remain reasonably close. The uncertainties given here were obtained 

using Eq. (5) based on counting statistics [23]: 

 
∆𝑆𝑃

𝑆𝑃
 ≅

√𝑁𝑃
𝑇

𝑁𝑃
 (5) 

where 𝑆𝑃  is the phosphorus grain boundary concentration, 𝑁𝑃
𝑇  is the total number of counts in the P 

energy window (1.9 – 2.2 keV) summed over the 29 acquisitions, and 𝑁𝑃 is the number of counts in the P 

peak summed over the 29 acquisitions. The same equation also applies for sulfur. 
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3.1.4 Quantification by 3D reconstruction of APT 

Figure 10 shows the 3D reconstruction of one of the APT tips. In the first reconstruction, only ions of P+ 

and molecular ions PO2+ are represented, revealing clearly the phosphorus-enriched interface. In the 

second reconstruction, ions and molecular ions of oxygen are presented, showing one oxide layer in the 

iron deposit and another layer at the interface. It has to be mentioned that S segregation cannot be 

quantified with APT in this system since the interface is highly enriched in oxygen and the main S isotope 

has a mass of 32 Da so that S+ is overlapped with O2
+ and S++ is overlapped with O+. 

Figure 11 shows the cumulative concentration profiles of phosphorus, oxygen and silver, the latest being 

an impurity in the deposit. The phosphorus interface concentration was obtained directly from the 

cumulative concentration profile as shown in Figure 11. In the case of silver, there is no enrichment at the 

interface. The cumulative profile of silver (blue line in Figure 11) increases in the deposit and then remains 

nearly horizontal starting from the interface. Silver was chosen to represent the non-segregated agent due 

to its nature of pure contamination in the deposit. In the case of phosphorus, there is an enrichment at 

the interface. The slope of the phosphorus profile (orange line in Figure 11) increases between the iron 

deposit and the substrate. Similarly, the oxygen cumulative profile (green line in Figure 11) shows the two 

oxide layers with the changes in slope.  
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Figure 10: 3D reconstruction of one of the APT tips where phosphorus segregation is evident at the 
interface and oxide layers in the iron deposit and at the interface. 

 

Figure 11: Cumulative concentration profiles of phosphorus, oxygen, and silver atoms determined from 
a cylindrical region perpendicular to the interface. 
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The interface enrichment of phosphorus is considered as the “interface concentration” instead of the 

“Gibb’s excess” as defined in [9]. The quantification (red double arrow) was directly defined by the 

difference between the two horizontal dashed lines in Figure 11 corresponding to the positions where the 

iron deposit ends and where the substrate starts. Questions have been raised about the slope changes at 

the interface (black continuous lines in Figure 11), which was not observed in actual grain boundary 

segregations [9]. A possible explanation is that the iron deposit and iron substrate, although close in 

composition, have different microstructures, the deposit being nanocrystalline and highly defective, so 

that the evaporation field during analysis changed at the interface. This assumption is supported by the 

voltage increase when entering into the substrate. This may have affected how the segregated phosphorus 

evaporated and contributed to delayed evaporation of phosphorous. Figure 12 shows the phosphorus 

concentration profile through the interface, from deposit to substrate. This profile is from the same tip as 

in Figure 11. Instead of having a sharp and symmetric peak, the phosphorus profile has a tail that covers 

about 15 nm in the substrate side. P diffusion from the substrate to the interface and equilibrium 

segregation at interface cannot result in such profile. Thus, P atoms contributing to the apparent tail on 

the profile likely come from the interfacial segregation and their field evaporation is delayed. This 

conclusion justifies including these P atoms in interfacial segregation measurement. 

The phosphorus segregation measurements from the three tips gave an average of 4.6 atom/nm2. No 

analysis of the counting uncertainty was conducted on the APT data in this study. 

 

 



 

26 
 

 

Figure 12: Phosphorus concentration profile in at% from the APT analysis. The data is from the same tip 
as in Figure 11. 

 

3.1.5. Summary of the quantification results 

At last, TTable 1 presents a summary of the phosphorus and sulphur segregation quantification results of 

each technique. The standard deviation between the different methods is of ± 0.7 atom/nm² for P and 0.5 

atom/nm² for S. So the values obtained are in reasonable agreement with each other, considering that all 

the methods used are very different in nature. However, it can be observed that the confidence intervals 

of the different measurements do not overlap. We remind that those confidence intervals indicate the 

statistical accuracy of the results, i.e. they are entirely related to the counting statistics of each method. 

The fact the confidence intervals of the different measurements do not overlap means that the deviation 

between the different techniques is not only related to counting statistics. In other words, they are other 

biases affecting the measurements.  

The first hypothesis to explain the differences between the results obtained from the different techniques 

is related to the homogeneity of the segregation concentration within the area investigated. We remind 
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here that, although all the measurements were conducted within the same grain (Figure 1), the location 

of the analysis could not be exactly the same for the different techniques. In case the segregation 

concentration would not be homogeneous within the area investigated, this could lead to different 

quantifications among the different methods. So it is critical to assess the homogeneity of the segregation 

concentration within the grain investigated (Figure 1). To do this, we will rely on the four different STEM-

EDX thin foil studied. Among the four methods used, STEM-EDX is actually the one having the best 

statistical accuracy. It is then the best method to evidence possible local differences in the segregation 

concentration. Table 2 shows the STEM-EDX segregation quantifications obtained for phosphorus on the 

four thin foils extracted at different locations, as shown in Figure 1. In Table 2, the uncertainties were 

obtained using Eq. (5) based on counting statistics [23]. The difference in quantification between different 

thin foils can be significant (up to about one atom/nm²). On the other hand, the counting uncertainty 

obtained on each foil is very limited (0.02 atom/nm² for a given foil). This suggests that there may be some 

heterogeneity in phosphorus segregation, although all the thin foils were extracted within the same grain 

as shown if Fig. 1. This possible segregation heterogeneity may also partly explain why slightly different 

values are obtained among the different techniques used, as those techniques do not probe exactly the 

same volume of material. 

The second hypothesis is related to the quantification models used in the different methods. Quite 

sophisticated models are used, especially for AR-XPS and WDS. Those models involve several constants as 

input parameters that are taken from literature. For AR-XPS for example, the needed parameters are the 

photo-electric cross-sections, the inelastic mean free paths, the transport mean free paths and the 

asymmetric parameters. All of those parameters are subject to some uncertainty, which might affect the 

final quantification result. The same observation can be made for the WDS method were a lot of constants 

taken from literature are involved in the model implemented in the Stratagem software [30]. To a lesser 

extent, this is also true for the other methods, where, although the quantification models are not as 
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sophisticated, parameters taken from literature are also involved, like ACF in STEM-EDX for example. As 

the four methods used in this work are very different in nature, they rely on different quantification models 

and different input parameters, all of those parameters being subject to some uncertainty. This can 

contribute to the differences observed among the quantifications obtained from the four methods used 

in this work. 

Table 1: Phosphorus and sulphur segregation quantification results in the sandwich specimen using AR-XPS, 
WDS, STEM-EDX and APT. The standard deviations shown are counting uncertainties. 

Technique 
P concentration 

(atom/nm²) 

S concentration 

(atom/nm²) 

AR-XPS 3.38 ± 0.11 3.05 ± 0.08 

WDS 3.11 ± 0.03 3.94 ± 0.04 

STEM-EDX 4.22 ± 0.01 3.86 ± 0.01 

APT 4.6 - 

 

 

Table 2: Phosphorus segregation quantification results obtained from STEM-EDX for the four thin foils 
analysed with the associated counting uncertainties. 

Thin foil Number of 

acquisitions 

𝑆𝑃 ±  ∆𝑆𝑃 

#1 7 3.86 ± 0.02 

#2 9 3.97 ± 0.02 

#3 7 4.96 ± 0.02 

#4 6 4.12 ± 0.02 

Total 29 4.22 ± 0.01 

 

 

 

4 Conclusions 
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In this work, quantification of phosphorus and sulfur interface segregation in a Fe-P-Fe sandwich sample 

was conducted using different analytical techniques. Attention was paid to express the quantifications of 

the different methods in the same manner, i.e. surface/interface concentration in atom/nm², so as to allow 

direct comparison between them. Surface techniques, XPS and WDS, and bulk techniques, STEM-EDX and 

APT, were used. All measurements were performed within the same grain surface of the specimen, as 

close as possible to each other, to keep possible specimen related variations to a minimum. Despite the 

more complex structure of the Fe-P-Fe sample than a real grain boundary (because of the native oxide 

layer), the sandwich structure allowed for measurements by different techniques at different stages of the 

sample fabrication. The results obtained from the different techniques agree within approximately 0.5 to 

0.7 atom/nm², which is reasonable considering the techniques used are very different in nature. 
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8 Appendix 1: Demonstration of equation (1) 

The surface concentrations 
fS  in atom/nm2 of impurities (phosphorus and sulfur) segregated in a 

monolayer at the surface of pure iron sample were estimated from AR-XPS measurements using an 

overlayer/substrate repartition model. Based on the work of Fadley [35], it can be shown that choosing 

the appropriate photoelectron peak especially for the substrate (Fe3p instead of the more intense Fe2p one) 

allows assumptions leading to a linear expression between the ratio f

s

I

I
 and the inverse of the cosine 

of the photoelectron emission angle  relative to the normal of the sample where 
fI and sI  are 

respectively the intensities of photoelectron peaks from the segregated monolayer (P2p or S2p) and the 

substrate (Fe3p). 

The intensity sI of substrate photoelectron peak can be described by the following expression: 

   
 

0 exp
cos

sx
s s s in s f

s in s

d d
I T E DFA N E

d E




 

  
          

 
(5) 

Where F  is the X-ray flux, D  is the detector efficiency,   is the acceptance solid angle of the 

analyser, 0A the analysis area for photoemission normal to the surface, ( )sT E is the analyser transmission 

function at the kinetic energy sE  of photoelectrons coming from the substrate, sN is the number of 

substrate atoms in unit volume, s

in and f

in  are respectively the inelastic mean free path of electrons 

coming from the substrate with kinetic energy sE and travelling through the substrate and the overlayer, 

x

s

d

d

 
 

 
is the differential photoelectric cross-section of the core level x considered for the intensity 

photoelectron peak and d is the thickness of the submonolayer film made up of segregated species. Taking 

the anisotropy of photoemission into consideration, this cross section has the following form:  
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   
( )

( ) ( ) ( ) 21
, 1 3cos 1

4 4

s
s s sx

x x

s

d
W

d

 
    



  
      

   
 (6) 

Where 
 s

x is the total photoelectric cross-section,  s
 is the asymmetry parameter and   is the 

angle between the incident X-ray radiation and the photoemission. 

As described in the work of Fadley [35], in the case of quantitative analysis of submonolayer 

system, the signal from the substrate choosing a core level producing photoelectron at high kinetic energy 

(Fe3p at 1432 eV in this work) is nearly not affected by inelastic attenuation in the overlayer for 070   

which makes it possible to simplify the equation (5) into the following expression:  

   0

sx
s s s in s

s

d
I T E DFA N E

d




 
   

   (7) 

However, the signal from the substrate can be influenced by elastic scattering. In order to take account 

for elastic scattering effects, Jablonski proposed [36] to modify the differential photoelectric cross-section 

using two correction factors xQ and 
eff leading to the equations (8) and (9): 

   
mod

0

sx
s s s in s

s

d
I T E DFA N E

d




 
   

 
 (8) 

   
mod ( )

( ) ( ) ( ) ( ) ( ) 21
, 1 3cos 1

4 4

s

effs s s s sx
x x eff x x

s

d
Q W Q

d


    



  
     

    
 (9) 

The two correction factors are defined by the single scattering albedo  [37] which as shown in 

the equation (10) measures the relative strengths of elastic and inelastic scattering using the inelastic 

mean free path in  and the transport mean free path tr  related to the elastic scattering cross section [38]. 

 
in

tr in




 



 (10) 
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 Using the H function of Chandrasekar [39] the two factors are described by the following 

expressions: 

    
1/ 2

1 cos ,xQ H     (11) 

 
 1eff

xQ


    (12) 

In the same way, the intensity 
fI of overlayer photoelectron peak can be described by the 

following expression: 

     
 

( ) ( ) ( )

0 ( )
, 1 exp

cos

f f f f

f f x x eff f in f f f

x in f

d
I T E DFA Q W N E

Q E
   

 

  
    

    

 (13) 

Depending on the nature of the species, phosphorus or sulfur, the photo-ionized core level x  

corresponds either to P2p or S2p. It is worth noting that the elastic scattering factor xQ  appears also in the 

exponential term. The product of xQ with the inelastic mean free path f

in gives rise to an effective 

attenuation length. At the respective kinetic energies 1358 eV and 1325 eV for P2p and S2p peaks, this 

effective attenuation length is more than one order of magnitude larger than d, which allows to simplify 

equation (13) according to the following expression: 

 
   ( ) ( )

0 ,
cos

ff f

f f x eff

N d
I T E DFA W  


   (14) 

This assumption allows to access to the surface concentration 
fS in atom/nm2 of the considered impurities 

as shown in equation (15). 

 
   ( ) ( )

0 ,
cos

ff f

f f x eff

S
I T E DFA W  


 

 

(15) 

According to equations (8), (9) and (15), we deduce a simple expression for the ratio f

s

I

I
: 
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  
 

 
   

( ) ( )

( )( ) ( )

,

cos,

f f

x effff f

s ss s
s s x s in sx eff

WT EI S

I T E Q N EW

  

   
  (16) 

 

Moreover the kinetic energies for overlayer photoelectron peak (1358 eV and 1325 eV for P2p and S2p) and 

substrate photoelectron peak (1432 eV for Fe3p) are close and in a region were the variation of 

transmission function is weak (    f sT E T E ) leading to the following final expression: 

  
 

 
( ) ( )

( )

( ) ( )

,

cos,

s s

x efff fs s

x s in sf f
s x eff

WI S
Q N E

I W

  


  
  

(17) 

 Two linear expressions can then be formulated in order to determine from intensities of P2p, S2p 

and Fe2p the surface concentrations of phosphorus and sulfur segregated impurities PS and SS : 

  
 

 
3

32 ( )

3 32
3 2

,

cos,

Fe p

Fe p effP p Fe Fe P
Fe p Fe in Fe pP p

Fe p P p eff

WI S
Q N E

I W

  


  
  

(18) 

  
 

 
3

32 ( )

3 32
3 2

,

cos,

Fe p

Fe p effS p Fe Fe S
Fe p Fe in Fe pS p

Fe p S p eff

WI S
Q N E

I W

  


  
  

(19) 

To determine  3 ,Fe p

effW   ,  2 ,P p

effW   ,  2 ,S p

effW   and 
( )

3

Fe

Fe pQ , respective values of 1.455, 1.09 and 

1.151 were chosen for the asymmetric parameters 
3Fe p , 

2P p  and 
2S p  as well as transport mean path 

values taken from the software for Simulation of Spectra for Surface analysis SESSA using NIST electron 

scattering cross section database. The values of  3 ,Fe p

effW   ,  2 ,P p

effW   ,  2 ,S p

effW   and 
( )

3

Fe

Fe pQ are 

reported in function of the angles  and   in table A1. 
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Table A1: calculated values of photoemission cross section anisotropy function  3 ,Fe p

effW   ,

 2 ,P p

effW   ,  2 ,S p

effW    and elastic scattering factor in the Fe substrate 
( )

3

Fe

Fe pQ  for different angles 

and  configurations. 

 (°)  (°)  3 ,Fe p

effW     2 ,P p

effW     2 ,S p

effW    
( )

3

Fe

Fe pQ  

25 44.5 0.865 0.901 0.893 0.919 

35 52.3 0.968 0.976 0.975 0.914 

45 60.5 1.072 1.053 1.057 0.907 

55 69.1 1.163 1.121 1.129 0.897 

65 77.8 1.232 1.173 1.184 0.882 

75 86.6 1.271 1.202 1.215 0.862 

 

 


