N
N

N

HAL

open science

Fault detection and isolation in system of multiple
sources of energy using hierarchical Bayesian belief

networks

Abbass Zein-Eddine, Francois Guérin, Iyad Zaarour, Abbas Hijazi, Dimitri
Lefebvre

» To cite this version:

Abbass Zein-Eddine, Frangois Guérin, Iyad Zaarour, Abbas Hijazi, Dimitri Lefebvre. Fault detection
and isolation in system of multiple sources of energy using hierarchical Bayesian belief networks.

Electrical Engineering, 2024, 10.1007/s00202-024-02472-y . emse-04634104

HAL Id: emse-04634104
https://hal-emse.ccsd.cnrs.fr /emse-04634104v1
Submitted on 3 Jul 2024

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal-emse.ccsd.cnrs.fr/emse-04634104v1
https://hal.archives-ouvertes.fr

Fault Detection and Isolation in System of Multiple-Sources of
Energy Using Hierarchical Bayesian Belief Networks

Abbass ZEIN EDDINEY, Francois GUERIN?, Iyad ZAAROUR?,
Abbas HIJAZI*, Dimitri LEFEBVRE?®

"SPIN-PMMG, Ecole Des Mines de Saint-Etienne, Saint-Etienne, France.
2Université Le Havre Normandie, ISEL, Le Havre, France.
3SAS, Ecole Des Mines de Saint-Etienne, Gardanne, France.
4Faculty of Science, Lebanese University, Beirut, Lebanon.
SUniversité Le Havre Normandie, GREAH, Le Havre, France.

*Corresponding author(s). E-mail(s): abbass.zeineddine@emse.{r;
Contributing authors: francois.guerin@Quniv-lehavre.fr; iyad.zaarour@emse.fr;
abhijaz@ul.edu.lb; dimitri.lefebvre@univ-lehavre.fr;

Abstract

Ensuring fault tolerance in Systems of Multiple-Sources of Energy (SMSE) is crucial for reliable
operation. Detecting, localizing, and characterizing faults are essential tasks for system integrity. This
paper presents a novel approach utilizing Hierarchical Bayesian Belief Networks (HBBNs) to identify
and isolate open circuit faults in DC-DC power converters commonly employed in SMSE applications.
Our method addresses the challenge of fault detection and isolation, significantly enhancing system
reliability. In particular, we design a comprehensive system capable of detecting and isolating faults
in a system of multiple DC-DC converters, leveraging the interpretability and efficiency of HBBNs.
We also utilize measurements from other converters to detect and isolate faults in a single converter,
enabling efficient fault management. Our approach utilizes regularly monitored variables of the system,
eliminating the need for additional sensors, thereby reducing complexity and cost. Additionally, we
generalize HBBNs to be adaptable to any number of converters, providing scalability and flexibility
in fault detection and isolation. Notably, the interpretability and simplicity of HBBNs, with a small
number of parameters compared to other data-driven methods such as neural networks, contribute to
their effectiveness in fault management. Through extensive testing on simulated data generated via a
developed state space model, our approach demonstrates its effectiveness in bolstering the robustness
of DC-DC power converters against open circuit faults.

Keywords: Bayesian Belief Networks, DC-DC converters, System of Multiple Sources of Energy.

1 Introduction

In the contemporary era, electrical energy man-
agement has become ubiquitous fixtures in our
daily lives. Electrical power forms the essence of

every innovative creation. It serves as the funda-
mental force that sustains our existence. Conse-
quently, there is an escalated demand for unin-
terrupted electrical energy, necessitating depend-
able electrical supply systems to meet consumers’



needs. Uninterrupted service requires fault-free
systems that can anticipate and address any
potential faults. To achieve this, the incorporation
of a Fault Detection and Isolation (FDI) system
is imperative. This system should promptly iden-
tify faults and subsequently discern the specific
fault types. Among electrical engineering com-
ponents, power converters have a pivotal role in
the life cycle of electrical energy and are integral
to almost all electrical engineering applications.
In our study, we concentrate on such equipment,
particularly the Zero-Voltage Switching (ZVS)
full bridge isolated Buck converter. This con-
verter holds significance in certain Systems of
Multi Sources of Energy (SMSE) configurations,
as depicted in Figure 1 [1]. It operates as a DC-DC
converter managing the coordination and discon-
nection of energy sources on the DC-bus, aligning
with load demands and available power.

The renewable energy systems under examination,
shown in Figure 1, portray multisource setups.
These systems are composed of diverse power
sources and adaptable loads. These sources can
provide power in either single-phase or three-phase
modes through the utilization of an inverter. In
our previous work we have proposed an FDI sys-
tem for single DC-DC converters. [2] was the first
attempt to use BBNs for DC-DC power converter
FDI. We proposed a Bayesian Naive Classifier
(BNC) model that predicts the probability of fault
occurrence based on three measured variables, the
measured average input current, the measured
average output current and the measured out-
put voltage. In [3] we improve the capabilities of
Luenberger’s observer by adding a BNC that uses
the generated residuals to isolate the type of the
occurring fault. Compared to our former work, our
new contribution in this paper surpasses the prob-
lem of single DC-DC converter to the problem
of Multiple DC-DC converters. We also consider
the effect of the regulation loops that will try to
bypass the side effects of the occurring fault. To
solve this problem in such a complex system, we
propose a two step solution. First, a dedicated
HBBN is designed to detect the faulty converter.
Then, another dedicated HBBN is used to isolate
the occurring fault. This technique can be useful
for the users and for the engineers in charge of
repairing the faulty DC-DC converter. The contri-
bution of our new paper can be summarized in the

Inverter

acde T delae Y
1.2kW ey, | Converter Converter
24V =
LOLOLO% _ !
PV Panel @
de/de
converter
400v. Rectiﬁeri e Battery
15kW i @:duty Double dc/de Bank
! cycle Converter

Fig. 1: Example of System of Multiple-Source of
Energy (SMSE).

following points: (i) the design of complete sys-
tem that is able to detect and isolate faults in a
system of multiple DC-DC converters; (ii) the use
of measurements from other converters to detect
and isolate faults in one converter; (iii) the use of
regularly monitored variables of the system, so no
need to add new sensors; (iv) the generalization
of HBBNs that can be extended and adapted to
any number of converters. (v) The interpretabil-
ity and the small number of parameters of the
HBBNSs used compared to other data driven meth-
ods such as neural networks. The subsequent
sections of this article are structured as follows:
Section 2 delves into the related literature, offer-
ing insights into the context of this study. Section
3 comprehensively outlines the studied system,
encompassing its state space model. In Section 4, a
succinct introduction to Bayesian Belief Networks
(BBN) is provided. The proposed method, along
with comprehensive experimental results, is eluci-
dated in Section 5. Finally, Section 6 serves as the
concluding segment, drawing together the various
aspects discussed in this work.

2 LITERATURE REVIEW

2.1 Fault detection for energy
systems

Numerous research endeavors have been dedicated
to identifying and isolating faults within power
converters. In [4], an innovative Fault Detection
and Isolation (FDI) scheme was introduced for a
quadratic boost converter. This approach enables
the diagnosis of Open-Circuit Faults (OCF) and
Short-Circuit Faults (SCF) affecting switches and



diodes. In this scenario, the fault characteris-
tics were identified based on inductor voltages.
To facilitate voltage measurements, an auxiliary
winding was incorporated into the inductor’s mag-
netic core. Additionally, the implementation of
the FDI strategy required a logic circuit and a
Pulse-Width Modulation (PWM) signal. Further
research has proposed several schemes for diag-
nosing OCF and SCF in single-switch DC-DC
converters [5], [6], [7]. For instance, [5], accurate
prediction of the inductor current was enabled
through the consideration of inductor current,
input, and output voltages of the boost converter.
Deviations between the predicted and measured
inductor current facilitated the detection of switch
faults. However, the sensitivity of this proposal
to parametric uncertainties was noted due to
threshold selection based on converter parame-
ters. Reference [6] proposed a technique where
switches and diodes OCF and SCF could be
diagnosed. This involved the inclusion of diode
voltage measurements and a logic circuit within
the DC-DC converter. A comprehensive moni-
toring system encompassing switches and diodes
OCF and SCF, switches and capacitores aging,
and inductor interturn faults was presented in
[7]. This scheme employed two electrical sensors
and two temperature sensors for comprehensive
fault detection. In another instance, [8] introduced
a model-based FDI approach involving a sliding
mode observer and residual generation applied to
a three-cell power converter. Additionally, [9] for-
mulated a set of residuals through a parity space
algorithm based on a variable structure state-
space model to detect sensor faults in ZVS full
bridge isolated Buck converters. This endeavor
was further expanded upon in [10] by integrat-
ing an extra measurement strategy reliant on a
magnetic near-field probe. References [11] and [12]
introduced model-based FDI approaches for diag-
nosing OCF and SCF in DC-DC boost converters.
The paper [13] introduced a data-driven approach
for fault detection, applicable to various types of
DC-DC converters. The method involves statisti-
cal feature estimation through Gaussian process
regression, specifically tailored for fault detection
objectives. In recent investigations, Wang et al.
[14] proposed an FDL scheme that capitalizes on
the distinct patterns and elevated values of capac-
itor voltages in faulty submodule (SM) units, as

opposed to healthy ones. By exploiting this knowl-
edge, specific voltage signature signals are chosen,
and waveforms composed of these signatures are
reconstructed using signal synthesis techniques to
accurately identify and locate faults. Additionally,
data-driven strategies that incorporate machine
learning models have been adopted to address the
FDI challenge in power converters. Fahim et al.
[15] introduced an unsupervised power converter
fault detection and classification scheme based on
sparse autoencoders. This method learns fault-
specific features from unlabeled datasets.

In another vein, authors in [16] proposed an FDD
framework that combines the strengths of the ker-
nel principal component analysis (KPCA) model
and the bidirectional long short-term memory
(BiLSTM) classifier, particularly for wind energy
converter systems. Analyzing the wavelet trans-
form of power converter faults through effective
machine learning techniques based on K nearest
neighbors is discussed in [17]. Similarly, Sun et
al. [18] employed neural networks to develop a
fault recognition methodology utilizing continu-
ous wavelet transform and convolutional neural
network (CWT-CNN). This approach not only
adaptively extracts features but also circumvents
the complexity and subjectivity associated with
manual feature extraction. Gandomi et al. [19]
introduced an innovative deep learning approach
for identifying and localizing faults in isolated
DC-DC converters. Specifically targeting open-
circuit faults in switches, this algorithm utilizes
data-driven recursive discrete Fourier transform
to derive feature vectors from repetitive primary
voltage signals observed in both normal and faulty
operation scenarios. Ultimately, a straightforward
deep neural network model comprising 1D convo-
lutional and dense layers is employed to effectively
detect faulty switches within the converter.

2.2 Bayesian belief networks

Bayesian belief network is a probabilistic graphi-
cal model that represents a set of random variables
and their conditional dependencies via a Directed
Acyclic Graph (DAG). These graphical structures
are used to represent knowledge about an uncer-
tain domain [20] where each random variable of
the modeled system is represented by a node, and
these nodes are related to each other via arcs.



Those arcs represent the conditional dependen-
cies between nodes which are often estimated by
using known statistical and computational meth-
ods. Hence, BNs combine principles from graph
theory, probability theory, computer science, and
statistics [20]. They enable an effective represen-
tation and computation of the Joint Probability
Distribution (JPD) over a set of random variables.
Bayesian network has two components, the struc-
ture of a DAG in addition to their parameters.
The parameters are expressed in a manner which
is harmonious with a Markovian property, where
the Conditional Probability Distribution (CPD)
at each node depends only on its parents. For
discrete Random Variables (RV), this conditional
probability is often represented by a table, con-
taining the probability of each RV value given
all combinations of its parent’s values. The joint
distribution of a collection of variables can be
determined uniquely by these local Conditional
Probability Tables (CPTs) [20].

Bayesian Belief Networks (BBN) have garnered
widespread adoption within the domain of fault
detection and isolation [21], finding utility across
diverse sectors. Notably, they have found applica-
tion in energy systems, exemplified by their role
in wind turbine fault detection [22], as well as
their contribution to enhancing the fault detec-
tion capabilities of electrical power systems [2,
3, 23]. Moreover, the utilization of BBN extends
to the realm of manufacturing systems. Their
effectiveness has been observed in semiconductor
manufacturing [23], where they aid in fault diag-
nosis, and in assembly systems [24], streamlining
fault detection processes. In the realm of pro-
cess systems, BBNs have been harnessed for fault
detection and isolation purposes. Notable applica-
tions include their role in control loops [25] and
assembly processes [26], where they contribute
to improving the accuracy and efficiency of fault
detection mechanisms. It is noteworthy that BBNs
also find application in various other domains [27—
29], showcasing their adaptability and significance
across multiple fields.

Compared to other data drive methods, HBBN is
designed based on the system variables and the
dependency between those variables. This makes
it an interpretable method, and thus we can inter-
pret the results and understand the facts behind
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Fig. 2: ZVS full bridge isolated Buck converter
structural diagram [2]

its output. HBBN also gives the possibility of inte-
grating expert knowledge with data [30]. Another
thing that makes HBBNs useful is their robustness
to over-fitting compared to other methods [31]. In
this work we investigate the effectiveness of using
HBBN in the domain of FDI in SMSE.

3 STUDIED SYSTEM

The schematic representation of the ZVS full
bridge isolated Buck converter is depicted in
Figure 2. These DC-DC converters encompass
isolated Buck converter architecture with high-
frequency transformer TRI1, complemented by
full bridge control involving Q1, Q2, Q3, and Q4
transistors. The implementation of Zero-Voltage
Switching (ZVS) is achieved through a phase shift
controller, such as the UC3879. The developed
state space model can be found in [2].

These specific DC-DC converters find extensive
applications in various renewable energy contexts
[1]. Their utility is particularly prominent for
managing energy transfer from sources to loads
via a DC bus interface. The architecture proves
advantageous in scenarios where multiple con-
verters are requisite to meet load demands. These
converters are interconnected on a shared DC bus
and are manipulated through their duty cycle to
align with a reference voltage. Consequently, con-
trol loops are responsible for regulating the duty
cycle, a concept exemplified by the System of
Multiple Sources of Energy illustrated in Figure 1.

The authors in [32] have developed an average
state space model for several DC-DC converters
coupled on a DC-bus, that depends on the duty
cycle value ¢(t), controlled by the analog voltage
control input.



Table 1: List of Symbols.

Variable Symbol
Inductance current Iy,
Output voltage S
Source voltage Vo
Duty cycle ©

Coil inductance L

Coil resistance rL
Ratio of the HF transformer N
Equivalent capacitance Crq
Equivalent resistance Rpq

Let us define a multi-converter model by introduc-
ing the state vector Xp; = [Ir,,....,15.,S]", the
control vector Ups = [¢1, ..., apn]T and the output
vector Xy = [, ..., 11, S]" where n is the num-
ber of the coupled converters. By neglecting the
threshold voltage of the diodes (V;), the resistance
rp and 75 of primary and secondary coils of the HF
transformer, and the resistance r,,,s of the MOS-
FETs. The following equations can be derived for
every converter i:

Lilp, +rpIn. = NV, g — S, (1)
Then
. NVchz TL.IL, S
= i Litli 2 2
IL, Lz Lz Liv ( )
And
) S
CEQ-S:IL1+IL2+~~~+IL”*R77 (3)
EQ
Then
. I I I S
§= "ty L2 4 Chn (4)

" Ceo Cpo —~ Cgg - CrqREq’
The state space matrices (A, Bar, and Cyy) are

defined as:

r—rr, =1 7
i 0 0o .. 0 T
—TLy =1
0 T, 0o .. 0 .
o .. . .. 0 =1L
Ay = Ls ;
0
—TLy —1
o 0 i
11 _1 =1
_CEQ CEQ CEQ CEQ CEQREQ_

= 0 0
N.V,
0 Lf2
0 0 Yo
- 0 0 -
Cu = p+1- (7)

Table 1 gives the list of the symbols. Electrical
malfunctions can manifest as short circuits, open
circuits, or leakages. In our research, we focus on
three distinct open circuit faults: MOSFET open
circuit, diode open circuit, and coil open circuit.
Typically, these open circuit faults are not inher-
ently detrimental to the controllers and drivers of
power MOSFETSs, and they usually don’t result
in system shutdowns. However, there is a poten-
tial for these faults to trigger secondary issues in
other system components [33].

In this paper we consider the three main open
circuit faults that affect power converters. The
open circuit MOSFET fault (f1), the open circuit
diode fault (f2), and the open circuit coil fault
(f3). Those faults are studied individually, i.e., we
did not take into consideration the simultaneous
fault occurrence.

4 FDI USING
HIERARCHICAL BBN IN
SYSTEM OF MULTIPLE
DC-DC CONVERTERS

The BBN structure is designed according to the
considered problem and to the available variables
that mostly represent the studied system. Thus,
the complexity of the BBN structure increases
whenever the system complexity and the problem
complexity increases. However, the arcs between
the nodes are constrained to the logical depen-
dency and causality between the variables.

In an FDI problem, an important task is to select
variables that really reflect the fault occurrence.
Then, these variables are used to build-up the
BBN structure.



4.1 Bayesian belief network
structure and parameters

Hierarchical Bayesian Belief Network (HBBN) has
no formal definition. On the one hand, HBBN
refers to the generalization of standard BBN,
defined over a structural data type [34]. On the
other hand, it refers to a model with three or
more levels of random variables [35]. HBBNs can
represent knowledge at multiple levels of abstrac-
tion. Accordingly, they have been applied to many
cognitive problems such as causal reasoning [36],
vision [37], and decision making [38]. In our work,
the HBBN is introduced to the domain of fault
detection and isolation in power converters.

Our goal is to detect and isolate faults in systems
of multi DC-DC converters which are perform-
ing together to satisfy the load. In contrast to
our previous work [3, 39], the regulation loops
are included in the considered system, [32] which
make the task of detection and isolation more
complex and should be performed in a very short
time, the HBBN structure should be simplified as
much as possible, but at the same time should
respect the variables dependency. Therefore, to
simplify the HBBN structure, the task is divided
into two subtasks: (i) detect faulty converter; (ii)
isolate the fault in the detected faulty converter.
The first HBBN that aims to perform (i) will
always run in parallel with the system while the
second HBBN that aims to perform (ii) will run
only when the first HBBN detects a fault.

4.1.1 Detecting the faulty converter

The DC-DC converters are controlled by regula-
tion loops that modify their duty cycle (¢) value
in order to satisfy the load demands and fol-
low the reference voltage value [40]. The duty
cycle of each DC-DC converter is modified accord-
ing to the conditions (sources, loads ...) or the
fault occurrence. Thus, the monitoring of the duty
cycles in the system can help to detect the faulty
converter. Another criterion that makes the duty
cycle appropriate to be used for detection is the
mode of modification that is the conditions under
which the duty cycle is modified. In the case of the
resource or load variation, the value of the duty
cycle varies smoothly. While in the case of fault
occurrence the variation is very sharp. This fact
takes us to the idea of using the derivative that

Fig. 3: General HBBN structure for faulty con-
verter detection.

reflects the sharp deviation in the signal. There-
fore two variables are chosen to detect the faulty
converter, first the duty cycle and second the
derivative of the duty cycle. In addition, another
variable F' that represents the system status, i.e.
if any of the converters is faulty or it is a fault
free case. F' can take one of the following values
convy in case of fault free system or conv; where
1 is the identification of the faulty converter. The
occurrence of the fault will lead to change in the
duty cycle, and this change will lead to change
in the derivative. In addition, mathematically, the
derivative is derived from the signal, and thus the
derivative of the duty cycle is affected by the sig-
nal. This means that in the HBBN structure there
is an arc that connects the node representing ¢ to
the node representing its derivative and this arc
oriented toward the derivative node. Moreover, the
node representing ¢ is also directly affected by the
fault occurrence which leads to an arc oriented
from the node representing the faulty converter
identifier towards the ¢ node. This interpreta-
tion drives us to the general structure visualized
in Figure 3, where node F stands for the system
faulty state (fault free, or the identifier ¢ of the
faulty converter), ¢ is the duty cycle of converter
i, ; is the duty cycle derivative of converter ¢ and
n is the number of converters.

4.1.2 Isolating the fault in the faulty
converter

After detecting the faulty converter in the system,
it is important to specify the type of the occurring
fault. The models proposed in our previous work
[39] and [3] were designed to detect and isolate
faults in a single DC-DC converter and are based



on Bayesian Naive Classifiers (BNCs). Such BNC
cannot fit in our new system for three reasons.
First, in the BNC structure we did not consider
the existence of the regulation loops, which will
strongly affect the observations. In addition, using
the BNC requires the collection of the output mea-
surements of each converter used in the whole
system, which makes it expensive. Moreover, a
BNC should be implemented for each converter,
but what we need here is a general form that is
easy to expand when adding or removing any con-
verter during the operation of SMSE. For these
reasons another HBBN structure is specified. This
structure should reflect in detail the DC-DC con-
verters and the characteristic of the faults as much
as possible in order to distinguish between the
faults and have the ability to isolate the occurring
fault. Thus each DC-DC converter is represented
by a special node. This node mirrors the faulty
status of the DC-DC converter according to the
available observation. In addition as mentioned
before the duty cycle reflects the fault occurrence
which makes it helpful to isolate the occurring
fault. Moreover, since the main affected variables
during the fault occurrence are the output vari-
ables and since the average voltage on the DC-bus
should follow a reference value which makes it
unhelpful, the inductance current i.e. current pro-
vided to the load Iy, is a good variable to be chosen
for the isolation task.

According to the latter interpretation three node
types are introduced to the HBBN structure: (i)
the faulty status C; (f1, fo and f3) of the con-
verter ¢ (ii) the duty cycle ¢; of the converter i;
(iii) the inductance current Iy, of the converter .
Those nodes are connected by arcs according to
the dependency between them. In fact the occur-
rence of a fault in any converter will affect the duty
cycle of all the coupled converters on the DC-bus.
Therefore, each node C; is connected to all the
nodes ¢; via an arc pointing to the nodes ;. The
change in ¢; will lead to a change in I, because
the regulation loops will try to bypass and regulate
the fault effects. Consequently, for each node ¢;
an arc is add connecting ¢; by I, and this arc is
oriented towards the Ir,, node as shown in Figure
4. Finally the structure is constructed according to
the listed description. Figure 4 shows the general
structure for a system of n DC-DC converters.

Fig. 4: General HBBN structure for fault isola-
tion.

4.2 Simulation results

The suggested interpretation and methodology
are verified and tested through simulated data
generated by the state space model presented in
Equations (5) to (7). We consider a system of two
DC-DC converters. Equations (8) to (13) repre-
sent the state space model of the system with two
DC-DC converters in the fault free case.

X = [IL1,IL2»S]T, (8)
Uy = [@17 @Q]Ta (9)
Yy = [ILlaILQaS]Ta (10)
o0 7
Ay=1| 0 =2 = |, (11
1 i d
_CEQ m CEQ.REQ
rN.Vai O
L1
Bu=| 0 Z&Nel, (12)
L0 0
O = I, (13)

4.2.1 Fault modeling

In this case there are three faults to be modeled for
each converter. Open circuit MOSFET fault (f;)
in converter 1 and converter 2, open circuit diode
fault (f2) in converter 1 and converter 2, and open
circuit coil fault (f5) in converter 1 and converter
2. Open circuit MOSFET fault and open circuit
diode fault can be assimilated to control faults, so
they are simulated by changing the control matrix.
But due to the complexity of the system and the
similarity of both fault effects which makes it dif-
ficult to simulate using the state space model in



Equations (5) to (7), both of them are simulated
by dividing the value related to the duty cycle in
the control matrix by 2 as shown in Equations (14)
and (15) for converter 1 and converter 2 respec-
tively. The open circuit coil is simulated by just
making the value of r, in the faulty converters go
to infinity because during the open circuit coil the
output current I; goes to zero.

- N Ver -
By = 261 N.Vga (14)
C1 Lo ’
L 0 0 |
'Ngfcl -
Bug, = | 0 Vo (15)
Ca 2L .
L 0 0 |

4.2.2 Data Collection

The main challenge to the proposed FDI method
is to distinguish between the normal sources and
load variation and the fault occurrence. Thus,
several data sets are recorded each one corre-
sponds to one of the open circuit faults and to
one of the two DC-DC converters. In addition,
some measurements are recorded for the normal
sources and load variation case. Knowing that f;
and fo are simulated the same way by dividing
the value related to the duty cycle in the con-
trol matrix by 2, six dataset measurements are
recorded. Each set is composed of seven variables:
I, Ita, S, 1, 2, ¥1, and @Yo. The simulation
is considered in sampled time with the sampling

period Te = 0.1ms according to a first order
method, and faults are simulated starting from
time ¢ = 5s to the end of simulation at time

t = 10s. To structure the data collection process,
let us define the following scenarios: scenario 1:
simulating f; and fs in converter 1, scenario 2:
simulating f; and fo in converter 2, scenario 3:
simulating fs in converter 1, scenario 4: simu-
lating f3 in converter 2, scenario 5: simulating
normal resource changes of converter 1, and
scenario 6: simulating normal resource changes
of converter 2. Figure 5 visualizes the variables
I, Ipe, S, v1, w2, ¥1, and @y of the datasets
of measurements related to converter 1. Figure 5
(a) stands for scenario 1, the regulation loops try
to bypass the fault by increasing 1, but when
the value of ¢; becomes 1 and cannot increase
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Fig. 5: Collected data: (a) fault 1 and 2 in con-
verter 1; (b) fault 3 in converter 1; (¢) normal
resource changes for converter 1.

more, the value of I, increases to keep the value
of the voltage on the DC-bus equal to the refer-
ence value (300V in our case study). The sudden
change in ¢, value is captured by 1 represented
in Figure 5 and entitled as phiD1.




The same process is repeated in Figure 5 (b)
which shows scenario 3. The normal variation
in sources of converter 1 (scenario 5) is shown
in Figure 5 (c). It shows that the normal varia-
tions do not lead to any significant changes in ¢
(Figure 5 a,b,c, bottom, left). The same happens
for converter 2. We can also notice in Figure 5,
that o is temporally affected for a few millisec-
onds before it goes back to its initial value. This
weak effect is well represented in the CPTs calcu-
lated in the training phase of the HBBN, and is
shown in the proposed results.

4.2.3 Faulty DC-DC converter
detection

The collected data that describes the system in
several situations are treated offline. First the
data is quantized and binned [41]. Then a class
value is given for each data point. In 10 seconds
and with Te = 0.1ms, each dataset is formed of
105 data points. Thus each of these data points
is labeled by a class value, which can equal to
convy if converter 1 is faulty, convy if converter
2 is faulty and convy if none of the DC-DC con-
verters is faulty. After data cleaning and data
preparation, the same training algorithm followed
in "training phase” of the previously presented
HBBNSs is used.

The training phase will find the CPDs and fill
in the CPTs. For demonstration, Fig. 6 shows
the CPD of the node ¢; given its parents, i.e.,
P(¢1/F) in the detection HBBN. It is clear that
there exist different distributions: one for the
fault-free case, one for the f1 or f2 case, and one
for the f3 case. Fig. 7 represents P(¢1/C1,C2)
in the isolation HBBN. In this case, ¢; has two
parent nodes, C'1 and C2. It is important to note
that in the CPT of ¢, we will have columns that
are not considered in our study, i.e., the existence
of multiple faults simultaneously. One can see
that those cases are represented as a straight line
in the figure. Fig. 8 illustrates the CPD of the
Ir1 node in the isolation HBBN. The 3D plot
shows that the CPT is a parsed matrix, which is
essential for real-time applications.

Given the time span between the occurrence
of a fault and the point at which regulation loops
bypass the fault (when the DC-bus voltage returns
to its reference value), which varies from 88ms
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to 138ms, it’s evident that the range of obser-
vations reflecting fault effects lies between 880
and 1380 data points. To facilitate training and
testing, a subset of the measurement datasets is
extracted. This subset must consider the ratio of
occurrences between fault-free and faulty cases.
However, since the number of observations rep-
resenting fault occurrences is much smaller than
those for fault-free cases, the observations for the
faulty case are duplicated. Therefore, from each



Probability

Fig. 8: Conditional Probability Distribution
(CPD): Conditional Probability Distribution

P(I1/¢1)

simulated dataset of a faulty case, 1000 data
points from the fault-free case are added, along-
side the duplicated observations of the faulty case.
Furthermore, a portion of the datasets reflect-
ing normal resource variations is incorporated.
Given that normal variations are simulated from
t = 5s, 10000 data points are selected starting
from that time stamp. In both fault and normal
cases, each dataset contains 7 features: ¢1, ¢1,
w2, P2, Ip1,1L2, and S. However, considering this
HBBN models only the duty cycle of each DC-DC
converter and its derivative, the columns corre-
sponding to these variables, along with the class
column, are retained.

Consider A; and A, as the sets of data points
derived from the dataset simulating f; and fo
in converters 1 and 2 respectively. Similarly, des-
ignate Ay and As as the sets of data points
stemming from the dataset simulating f3 in con-
verters 1 and 2 respectively. Lastly, let A3 and
Ag denote the sets of data points obtained from
the dataset simulating normal source variations
for converters 1 and 2 respectively.

Each of the datasets Ay, As, A4, and As is
divided into two groups, each constituting 50%
of the total records. Denote T; as the 50% sub-
set of the i*" dataset (A;) utilized for training
the HBBN, and V; as the 50% subset of the i*"
dataset (A4;) employed for validating the trained
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HBBN (Table 2). On the other hand, datasets As
and Ag are exclusively used for testing purposes,
aimed at evaluating the HBBN’s capacity to dif-
ferentiate between normal variations and faulty

© instances. Consequently, V3 and Vg align with
. A3 and Ag respectively. Subsequent to applying

the Maximum Likelihood Estimation (MLE) algo-

o rithm [42], the initial HBBN designed to detect

faulty converters is trained using the subsets T;.
The faulty converter is detected based on the

2 classification capabilities of the trained HBBN.

For each set V;, the observations (¢1,92,41,62)

© are classified by the trained HBBN as conwvy,

convy or convyg. Lying on the inference crite-
ria of the HBBN and using the junction tree
algorithm, at each time sample, the probability
P(F|¢1,p2,61,¥2) is calculated. This step will
return for each data point a vector P(t) of three
elements P(t) = (Peonvys Peonvyy Peonvy) Where
Pconvl = P(F = 007“)1|S01,8027<P'1780'2), PCOTL’U2 =
P(F = convs|p1, 02, $1,P2), and Peopyp, = P(F =
convzlpr, P2, 1, P2)-
The next step is to benefit from these probabili-
ties. The class with maximum probability will be
the estimated faulty case returned by the HBBN
such that if P.yn,, = maxz(P(t)) then the classi-
fication is convy, if P.ony, = maz(P(t)) then the
classification is convg, and if Peopw, = max(P(t))
then the classification is convy. Let us denote
C; the HBBN classifications of the data points
in the validation dataset V;. In order to prevent
false alarms the confidence (probability) of the
classifications will be taken into consideration.
Figure 9 shows the HBBN classifications for
the data in the validation sets ( C; sets). One can
see that the classifications of the HBBN (green
line) almost superpose with the actual case (dot-
ted red line) in all the figures. This means that
the HBBN has learned the faulty behavior of the
system and is able to detect the faulty DC-DC
converter just by knowing at least the value of
the duty cycle of each DC-DC converter. Figures
9 (a) and (b) which belong to faults in converter
1 shows that the HBBN classifications after the
fault occurrence are correct and the HBBN clas-
sification classifies the first point as a fault in
converter one just after 0.1ms in (a) and 0.5ms
in (b) which is a very short time comparing to
duration before the regulation loops bypassed the
fault effects (88ms to 138ms). Figures 9 (¢) and



Table 2: Collected datasets and validation sets.

Fault Training Dataset Validation Dataset
Name Cardinality Name Cardinality
—
5 fland f2 Ty 941 i 941
g f3 T, 1061 Va 1061
o
No fault As 10000 As 10000
N
5 fland f2 Ty 941 Vi 941
g f3 T5 1061 Vs 1061
o
No fault Ag 10000 As 10000

(d) represent the case of a fault in converter 2.
The HBBN classifications in (¢) detects the fault
after a 0.1ms delay while in (d) after 0.2ms the
HBBN classifies few points as converter 1 faulty
which is not the case. Therefore the confidence
of the HBBN classification is used, those values
in our case are represented by the P(t) vector.
The average confidence of the few miss classified
cases is equal to 41.7%. So, another condition is
added to the detection process, that is, a detection
alarm is ON whenever a point is classified as faulty
(converter 1 faulty or converter 2 faulty) with
confidence greater than 60% in order to insure
the case and avoid false alarms. The classification
shows that the HBBN is able to avoid the case
of normal changes and classify it as no fault case.
That is to say that, the HBBN is able to distin-
guish between the fault occurrence which leads
to a sudden change in the system parameters,
and the normal regularization resulting from the
change in load demands which leads to a smooth
change in the system parameters.

In fact, Figure 9 shows the efficiency of the pro-
posed HBBN structure. Table 3 shows the total
confusion matrix of the HBBN classifications. The
total number of HBBN misclassifications is 20
points out of 24054 points. Based on the P(t) vec-
tors, the confidence of the classification in total
is greater than 0.75. Therefore, in addition to the
fact that none of the fault-free cases where mis-
classified, the final decision can be taken, such that
whenever a point is classified as faulty (converter
1 faulty or converter 2 faulty), with a confidence
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note larger than 60%, a detection alarm is trig-
gered. This process will limit the number of false
alarms and wrong detections.

4.2.4 Fault isolation in the faulty
DC-DC converter

During inference, if the first HBBN detects a
fault in converter ¢ then the node C; in the
isolation HBBN is going to be inferred (i.e,
P(C;lobservation)). In this level the quantized
data points will be treated offline. To train this
isolation HBBN, we need to have labeled data that
include the type of the occurring fault for each
observation. Therefore we add two columns to our
dataset. The first column C; is added to represent
the faulty cases of converter 1, i.e. the values of
the C1 node. The second class column C5 is added
to represent the faulty cases of converter 2, i.e.
the values of the Cy node. The values of those two
columns are fy for fault free case or fi, fo for fault
1 and fault 2 case, or f3 for fault 3 case. Conse-
quently, the data sets are similar to the ones used
for detection, in addition to two columns for the
classes C7 and Cs.

Now let B; be the part of the i** dataset contain-
ing the data needed to train and test the second
HBBN. Since this step comes after detecting the
fault occurrence and the faulty converter, and
since the role is to isolate the occurring fault, only
the part after fault occurrence (¢ = 5s) is consid-
ered. This is done because the HBBN should be
trained on the faults behavior, and it has no work
to do with the fault free case. Note that the fault



Table 3: Confusion matrix for faulty DC-DC converter isolation.

Actual class / Classification No fault Converter 1 faulty ~Converter 2 faulty
No fault 100% 1% 0.6%
Converter 1 faulty 0% 99% 0.4%
Converter 2 faulty 0% 0% 99%

free (fy) case of node C; and C5 mentioned before
represents the case of converter 1 when converter
2 is faulty and the case of converter 2 when con-
verter 2 is faulty respectively. This will lead us to
4 data sets each of them starting from ¢ = 5s.
Let B the set of the data points considered from
the first dataset simulating f; and f in converter
1, By the set of the data points considered from
the first dataset simulating f3 in converter 1, Bs
the set of the data points considered from the first
dataset simulating f; and f; in converter 2, By
the set of the data points considered from the first
dataset simulating f3 in converter 2. The training
process for this HBBN is the same for the pre-
vious ones, MLE algorithm is used. 50% of the
records from each set B; are used to complete this
process. The remaining 50% are used for testing
the trained HBBN as done in the previous HBBN
structures. The aim of the validation is to see how
much the HBBN learns the faults behavior’s and
if it is able to distinguish between faults depend-
ing on the observations. The classification of each
observation gives us an idea about the ability of
the HBBN to perform the isolation task. This clas-
sification is going to be the key of the isolation
task.

Figure 10 shows the HBBN classification in green
compared to the actual case in red. Those clas-
sifications specify the predicted fault type by the
HBBN, and they will be used to make a decision
about the occurring fault in the faulty converter.
In order to isolate the fault several consecutive
classifications are going to be considered, first to
avoid false alarms and second to isolate the occur-
ring fault. Those classifications in each subfigure
(a), (b), (c), and (d) stand for the observations
after fault detection. Figure 10 (a) and (b) shows
the HBBN classifications generated by the second
HBBN after detecting a fault in converter 1 by
the first HBBN. In this case only the node C is
inferred and the results are plotted. Figure 10 (c)
and (d) shows the HBBN classifications generated
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by the second HBBN after detecting a fault in con-
verter 2 by the first HBBN. In this case only the
node Cj is inferred and the results are plotted. In
the four subfigures several misclassifications occur
especially in the first few observations, but one
can see that in the first 50ms in all the figures the
majority of classifications are correctly classified,
and minor are the misclassifications. Thus taking
about 50ms after each fault detection alarm is
enough to isolate the correct fault.

In total the Figure 10 shows a small number of
misclassifications. The confusion matrices in Table
4 and Table 5 show the number of misclassifica-
tions in each case and the percentage of accuracy.
This accuracy reflects the high ability of isola-
tion. As an average of the accuracy that can be
derived from those tables one could say that the
total accuracy of the system is above 97%.

Table 4: Confusion matrix
for C4 inference.

f1 and fa f3
fr 0% 0.01%
f1 and fa 99% 3.99%
I3 1% 96%
Accuracy 99.5% 96.3%
Table 5: Confusion matrix
for C5 inference.
f1 and fa I3
f 0% 0%
f1 and fa 99% 2.6%
3 1% 97.4%
Accuracy 99.1% 97.4%
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5 CONCLUSION

This paper introduces a comprehensive approach
for open circuit fault detection and isolation in
multi-DC-DC converter systems, employing two
specialized Hierarchical Bayesian Belief Networks
(HBBNs). The first HBBN identifies the faulty
converter, while the second isolates the fault type.
Both HBBNs share a generalized structure. Rigor-
ous testing on simulated data from a two-DC-DC
converter system demonstrates the robustness of
HBBNSs in learning system behavior and efficiently
categorizing observations for Fault Detection and
Isolation (FDI). The decision from the first HBBN
guides the inference process in the second, enhanc-
ing the potential of HBBNs for effective fault
detection and isolation in complex multi-converter
systems.

In future works, in order to deal with multiple
types of faults, including scenarios where different
faults may occur simultaneously, larger training
data in various scenarios will be considered. Addi-
tional experiments with real data will be also
pursued to validate the efficiency of the proposed
method.
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