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Abstract—We introduce a new method for simultaneous estimation of parameters and latent process dynamics in non-linear and non-Gaussian state space models. Combining kernel smoothing, conditional particle filters, and ancestor sampling, our approach builds upon foundational insights from prior research. We dynamically adjust the kernel bandwidth using the Kullback-Leibler divergence criterion between the filtering and prediction distributions, ensuring robust exploration of the parameter space. This technique effectively addresses variance inflation issue and mitigates filter divergence and degeneracy. Furthermore, our method is versatile, compatible with a diverse range of kernels, broadening its applicability. It achieves competitive or superior performance while reducing the computational burden, particularly in high-dimensional settings.
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- AS: Ancestor sampling
- CPF: Conditional particle filter
- EM: Expectation-maximization
- FFBS: Forward filtering/backward simulation
- GSPF: Gaussian smoothing particle filter
- KCPF-AS: Kernel smoothing CPF with AS
- KLD: Kullback–Leibler divergence
- MCMC: Markov chain Monte Carlo
- MSE: Mean square error
- PF: Particle filter
- PGAS: Particle Gibbs with ancestor sampling
- PGBS: Particle Gibbs with backward simulation
- PMMH: Particle marginal Metropolis–Hastings
- PSEM: Particle smoother EM
- SAEM: Stochastic Approximation of EM
- SMC: Sequential Monte Carlo
- SSM: State-space model

I. INTRODUCTION

STATE-SPACE MODELS (SSMs) are versatile for capturing dependencies in time series data. With the rise of computational advancements, complex nonlinear SSMs have gained ground in process industries [9, 48]. For effective monitoring and control, simultaneous online estimation of the state process and unknown parameters becomes crucial. The primary hurdle is the intractable nature of the likelihood function for nonlinear and non-Gaussian hidden models. As a result, traditional maximum likelihood estimators confront difficulties due to the need to maximize such intractable integrals.

Numerical approaches, such as gradient algorithms and expectation-maximization (EM) algorithms, have been widely used in the statistical literature [58, 17], with stochastic approximation EM (SAEM) offering improved convergence and computational efficiency [24, 38]. This is especially relevant for Sequential Monte Carlo (SMC) solutions, which are generally computationally demanding. Within the EM framework for SSMs, a key challenge is computing the optimal filtering, which refers to the distribution of the latent process given the observations. To tackle this challenge, researchers turned to SMC filters or Monte Carlo Markov Chain (MCMC) algorithms to compute the E-step [46, 50].

Numerous online estimation methods have been discussed in literature, evidenced by contributions from [31, 40, 2, 10, 11, 14], among others. An ad hoc methodology, combining state and parameter estimation, was proposed in [31]. While innovative, this approach encounters challenges with subsampling from the prior. This problem occurs when the prior sample inadequately represents regions of high posterior density, potentially leading to deterioration in parameter estimation. Various solutions were proposed, including the work in [2]. The authors tackled this issue by introducing an artificial dynamic for the parameters, a solution that, however, can lead to the variance inflation and the filter divergence. To mitigate this bias and avoid the divergence of the filter, researchers have explored regularization techniques employing kernel methods, as detailed in [40, 6, 45, 33, 49]. Specifically, [45] proposed a regularization strategy tailored for latent dynamic systems in the absence of noise. The authors of [6] advance this methodology into parameter estimation, demonstrating that regularization effectively implements artificial parameter dynamics to mitigate the bias and variance inflation, and provide convergence results based on their analysis. This approach proved useful in diverse applications. For instance, [57] proposed an optimal Gaussian kernel bandwidth adjustment, in the presence of missing data. However, these approaches often require a high number of particles for convergence, limiting their applicability to complex and nonlinear data assimilation problems.

From 2010 onwards, Particle MCMC methods introduced in [1] signaled a new direction. This approach combines MCMC and SMC techniques for parameter and state estimation for complex SSMs. Employed as a building block for the SMC² algorithm [11], PMCMC consists in a MCMC algorithm to approximate the posterior distribution from observed data, overcoming the intractability of direct likelihood computations...
by utilizing conditional particle filters (CPFs) for approximation. In contrast to conventional SMC samplers, CPFs operate iteratively, embedding one conditioning trajectory into a standard PF at each iteration. This approach enables efficient exploration of the state space. The underlying principle is that if the conditioning trajectory significantly deviates from the true signal, it will likely be eliminated during the resampling step of the filtering process due to its low probability of selection. Conversely, if the conditioning trajectory closely aligns with the true signal, it has a higher probability of being selected and propagated to subsequent time steps. Hence, an appropriately chosen conditioning trajectory ensures that the CPF will explore the state space in its neighborhood, potentially guiding the filter toward attractive region of the state space. Building on the innovations of PMCMC and SMC^2, the nested PF were introduced for state and parameter estimation by [14]. Unlike the SMC^2 approach, the nested PF allows recursive parameter estimation, which considerably reduces the complexity of the method. However, this benefit is balanced by the need for a higher number of particles in the nested PF. The parameter estimation is done with a kernel PF embedded in a standard PF. The authors show different forms of convergence of their approach and propose an example where the number of particles is considerably large.

An enhancement in the CPF paradigm is the ancestor sampling (AS) procedure [38], which confronts issues related to the Markov kernel’s mixing properties and degeneracy in CPF [38, 12]. Its introduction fostered better kernel mixing, allowing for practical online computations with a limited number of particles. To achieve state and parameter estimation, the integration of AS with classical methods like CPF-SAEM [35] and particle smoothing EM algorithm (PSEM) with a forward filtering/backward simulation (FFBS) smoother emerged [50]. Within the framework of particle MCMC, a systematic way of combining AS and MCMC, the particle Gibbs ancestor sampling (PGAS) has been proposed in [37] as a conceptually similar approach to particle Gibbs with backward simulation (PGBS) [39]. PGAS utilizes a forward sweep instead of separate forward and backward sweeps employed by PGBS. While these algorithms can belong within online estimation methods, their performance rely on a high number of iterations and backward simulations. The complexity and execution time of these approaches make them unsuitable for real-time estimation or high-dimensional problem. Recent advancements spotlight the work of [15], which proposes three novel algorithms addressing the computational complexity of backward smoothing techniques. Notably, the CPF-AS algorithm offers a linear complexity (with respect to the number of particles), contrasting the typical quadratic complexity seen in conventional methods. Complementing these developments, the surveys by [28] and [41], review SMC methods for parameter estimation for SSMs, synthesizing key developments and methodologies in the field.

In this paper, we propose a novel approach for simultaneous online estimation of parameters and latent process dynamics. Our method combines CPF-AS with kernel smoothing technique, is termed KCPF-AS. This integration does not add any complexity compared to the standard CPF-AS. To enhance the effectiveness of KCPF-AS, we extend to CPF-AS the tuning rule proposed in [57] to select the kernel bandwidth. This method is based on an optimization of the empirical Kullback-Leibler divergence (KLD) between a proposal density and the optimal filtering density. KCPF-AS achieves performance comparable to existing methods while significantly reducing the computational burden. With a minimal number of particles, our approach outperforms the results from [57], which used a significantly higher number of particles, indicating its efficiency and potential for real-time applications in complex or high-dimensional models. We present several contributions in this paper:

- We propose an adaptive kernel CPF with AS, enabling efficient estimation of both the state and parameters of nonlinear and non-Gaussian SSMs, suitable for both standard and high-dimensional scenarios.
- We adapt an existing tuning rule to select kernel bandwidth for KCPF-AS, addressing variance inflation due to artificial parameter dynamics.
- We incorporate an adaptive optimization approach based on KLD, which mitigates the issue of filter degeneracy and divergence.
- We demonstrate the effectiveness of our method through numerical examples, comparing its performance with state-of-the-art algorithms for simultaneous state-parameter estimation and for tackling high-dimensional challenges.

The rest of the paper is organized as follows. In Section II, we provide a brief overview of sequential PFs and CPFs with AS, highlighting the differences between the two algorithms. Section III presents our proposed approach based on the CPF-AS and kernel regularization. The performance of our approach is evaluated in Section IV through numerical experiments, where it is compared with several competitive algorithms for simultaneous state-parameter estimation, including high-dimensional challenging scenarios. All proofs are gathered in Appendix A.

II. PROBLEM STATEMENT AND RELATED WORKS

Consider the following class of Markovian models

\[
\begin{align*}
  y_t &\sim p_0(y_t|x_1, \ldots, x_t), \\
  x_t &\sim p_0(x_t|x_1, \ldots, x_{t-1}),
\end{align*}
\]

where \( x_t \in \mathbb{X} \subset \mathbb{R}^d \) and \( y_t \in \mathbb{Y} \subset \mathbb{R}^m \) for \( t = 1, \ldots, T \) represent the state and the measurements process, respectively. The parameter \( \theta \in \Theta \subset \mathbb{R}^r \) are the unknown model parameters. We refer to the index variable \( t \) as time, though it may not necessarily signify a temporal progression. In the case of non-Markovian models, both the transition density \( p_0(x_t|x_1, \ldots, x_{t-1}) \) and the measurement density \( p_0(y_t|x_1, \ldots, x_t) \) can depend on the entire past trajectory of the latent process. A SSM model is a particular case of (1), where we assume conditional independence:

**Assumption 1.** The observations \( (y_1, \ldots, y_T) \) are independent conditionally to the hidden states \( (x_1, \ldots, x_T) \).
Under Assumption 1, conditional on the state process, the observations are mutually independent. Moreover, the observation \( y_t \) depends on the state process only through \( x_t \). Even though it simplifies some steps of the PFs, the approach presented here yet works for non-Markovian models. When working with SSMs, a common challenge is the reconstruction of the latent process \( x_t \) at time \( t \) given a sequence of observations \( y_1:T \). Filtering corresponds to the scenario where \( T = t \), prediction to the case \( T < t \), and smoothing refers to the case where \( T > t \).

The primary objective of this study is to perform simultaneous estimation of the latent process \( \{x_t\}_{t \geq 1} \) and the parameters \( \theta \) from the available observations \( y_{1:t} \). Although our focus is on filtering, the proposed methodology also extends to prediction and smoothing tasks.

**Notations:** For any sequences \( \{u_t\}_{t \in \mathbb{Z}} \), we use the notation \( u_{a:t} = \{u_a, \ldots, u_t\} \). We also denote \([N] = 1, \ldots, N\). For each \( t \in [T] \), we represent by \( \gamma_{\theta,t}(x_{1:t}) \) the sequence of unnormalized densities on the measurable space \( (\mathbb{X}^t, \mathcal{X}^t) \), parametrized by \( \theta \in \Theta \subset \mathbb{R}^r \). The corresponding normalized probability densities are given by

\[
\pi_{\theta,t}(x_{1:t}) = \frac{\gamma_{\theta,t}(x_{1:t})}{\tilde{\gamma}_{\theta,t}}, \quad \text{with} \quad \tilde{\gamma}_{\theta,t} = \int \gamma_{\theta,t}(x_{1:t}) dx_{1:t}.
\]

For SSMs, these densities relate to \( \pi_{\theta,t}(x_{1:t}) = p_\theta(x_{1:t} | y_{1:t}) \) and \( \gamma_{\theta,t}(x_{1:t}) = p_\theta(x_{1:t}, y_{1:t}) \) where

\[
p_\theta(x_{1:t}, y_{1:t}) = p_\theta(x_1) \prod_{t=2}^{T} p_\theta(x_t | x_{t-1}) \prod_{t=1}^{T} p_\theta(y_t | x_t).
\]

and \( \tilde{\gamma}_{\theta,t} = p_\theta(y_{1:t}) \). Note that if we are able to compute the joint filtering density \( \pi_{\theta,t}(x_{1:t}) \), then we can deduce the optimal filter denoted \( \tilde{\gamma}_{\theta,t}(x_t) = p_\theta(x_t | y_{1:t}) \) by integrating over the variables \( x_{1:t-1} \) and the prediction filter \( \tilde{\gamma}_{\theta,t}(x_{t}) = p_\theta(x_t | y_{1:t-1}) \) by the Chapman-Kolmogorov equation:

\[
p_\theta(x_t | y_{1:t-1}) = \int p_\theta(x_t | x_{t-1}) \tilde{\gamma}_{\theta,t-1}(x_{1:t-1}) dx_{t-1}.
\]

Throughout the paper, let \( K_h \) be a kernel with bandwidth parameter \( h \in [0, 1] \), acting as a bounded map from \( \mathbb{R}^r \) to \( \mathbb{R}^r \), such that \( \int K_h d\lambda = 1 \), where \( \lambda \) is the Lebesgue measure. We define a parametric multivariate kernel \( K_h(u, \psi) \) as the product of \( r \) univariate kernels \( K_{j,h}(u_j, \psi_j) \). Hence,

\[
K_h(u, \psi) = h^{-r} \prod_{j=1}^{r} K_{j,h}(u_j, \psi_j), \quad \text{where} \quad \psi \text{ represents the parametric component}.
\]

### A. Particle Filters

PFs, also called SMC methods, provide robust solutions to challenges posed by models frequently encountered in real-world applications. It is often not possible to calculate \( \pi_{\theta,t}(x_{1:t}) \) and \( \gamma_{\theta,t}(x_t) \) analytically. SMC methods, however, enable efficient approximations of these densities \([18, 16, 19]\). This section offers a concise overview of the SMC sampler, laying the foundation for the CPF-AS algorithm, which will be discussed in the next section. We refer the reader to \([1, 38, 37]\) for more details.

Consider a weighted system of \( N \) particles, denoted as \( \{x_{1:t-1}^i, w_{\theta,t-1}^i\}_{i \in [N]} \), aiming to approximate the posterior distribution at time \( t - 1 \). i.e., the weighted particles represent an empirical approximation of the target distribution \( \pi_{\theta,t}(x_{1:t-1}) \) given by

\[
\hat{\pi}_{\theta,t}^N(dx_{1:t-1}) = \sum_{i=1}^{N} w_{\theta,t}^i \delta_{x_{1:t-1}^i}(x_{1:t-1}),
\]

where \( \delta_{x_{1:t-1}^i}(x_{1:t-1}) \) is the Dirac delta function at \( x_{1:t-1}^i \), and \( w_{\theta,t}^i = w_{\theta,t-1}^i / \sum_{j} w_{\theta,t-1}^j \) are the normalized weights. This PF is then propagated to time \( t \) by sampling \( \{a_t^i, x_t^i\}_{i \in [N]} \) independently and conditionally to the particles generated up to time \( t - 1 \) from the proposal kernel

\[
M_{\theta,t}(a_t, x_t) = \frac{q_{\theta}(x_t | x_{1:t-1}^a, y_t)}{q_{\theta}(x_t | x_{1:t-1}^\theta, y_t)},
\]

where \( q_{\theta}(x_t | x_{1:t-1}^a, y_t) \) corresponds to the proposal sampling distribution used to propagate the particles from time \( t - 1 \) to time \( t \).

In formulation (2), the resampling step is implicit and corresponds to sampling the ancestor indices \( a_t \). Each unique variable \( a_t \) belongs to \([N]\) and represents the index of the resampled ancestor particle for \( x_t^i \). Hence, when we write \( x_{1:t}^i \), we refer to the ancestral path of \( x_t^i \). The particle trajectory is defined recursively as

\[
x_{1:t}^i = (x_{1:t-1}^i, x_t^i).
\]

Once we have sampled the \( N \) ancestor indices \( \{a_t^i\}_{i \in [N]} \) and the particles \( x_t^i \) from the kernel (2) at time \( t \), we assign weights to these particles according to the following weight function for \( t \geq 2 \)

\[
w_{\theta,t} \propto \hat{w}_{\theta,t-1} \frac{p_\theta(y_t | x_t) p_\theta(x_t | x_{1:t-1}^a)}{q_{\theta}(x_t | x_{1:t-1}^\theta, y_t)}.
\]

The weights (3) are derived under the Markov assumption of the latent states and Assumption 1 by successively applying Bayes’ theorem (see, [18] for more details).

The SMC procedure is initialized by drawing samples from the proposal density \( x_t^i \sim q_{\theta}(x_t) \). These samples are then weighted according to the ratio of the target to the proposal density \( w_{\theta,1} = \gamma_{\theta,1}(x_t) / q_{\theta}(x_t) \). In practice, when available, the hidden Markov chain’s transition density, \( p_\theta(x_t | x_{t-1}) \), serves as a suitable choice for \( q_{\theta} \), aligning with the Bootstrap filter’s principles [27]. Algorithm 1 summarizes the standard SMC procedure.

**Algorithm 1 SMC (each step is for \( i \in [N] \))**

**Input:** \( N, y_{1:T}, q_\theta \).

**Output:** \( \tilde{x}_{1:T} \).

1. Draw \( x_1^i \sim q_{\theta}(x_1) \) and set \( w_{\theta,1}^i = \gamma_{\theta,1}(x_1^i) / q_{\theta}(x_1^i) \).
2. for \( t = 2, \ldots, T \) do
3. \quad Draw \( \{a_t^i, x_t^i\} \) using (2) and set \( w_{\theta,t}^i \) according to (3).
4. \quad Set \( x_{1:t}^i = (x_{1:t-1}^i, x_t^i) \).
5. end for
6. **Output:** \( \tilde{x}_t = \sum_{i=1}^{N} w_{\theta,t}^i x_t^i \).

1. Here the kernel \( M_{\theta,t} \) depends on the entire particle system up to time \( t - 1 \) but for notational convenience we omit the explicit dependence.
B. Conditional Particle Filters with Ancestor Sampling

The CPF with AS is a notable innovation presented in [38], offering an evolution of the conventional CPF algorithm introduced in [1]. The integration of an AS step addresses the inherent challenges posed by the mixing properties of the Markov kernel within the traditional CPF algorithm, as discussed in [38, 12]. Both strategies rely on the specification of a one-particle trajectory \textit{a priori}, referred to as \( \tilde{x}_{1:T} \). This reference trajectory acts as a guiding path, steering particles towards state space regions of relevance. If chosen in accordance with an appropriate weight function, this trajectory ensures that particles explore regions with a high likelihood. In standard SMC, samples \( \{a^i, x^i_T\} \) are drawn independently from the kernel (2). However, CPF modifies this by sampling conditionally to \( \tilde{x}_{1:T} \) throughout the procedure. This means particles are only sampled from the kernel (2) for \( i \in [N-1] \), with the last one set deterministically as \( x^N_T = \tilde{x}_T \). A subsequent AS step reassigns the index variable \( a^N_N \). CPF deterministically sets this value as \( a^N_N = N \), while this one is drawn randomly for CPF-AS. This slight modification significantly improves the kernel’s mixing properties in CPF-AS, yielding a PF that is less correlated to the reference trajectory, compared to CPF. This improvement is highlighted in [12, 38, 37] and we give an illustrative diagram in Fig. 1.

We define \( \tilde{x}_{1:T} \) as the reference trajectory from time \( t \) up to \( T \), and \( \{x^i_{1:t-1}\}_{i \in [N]} \) as the set of \( N \) trajectory particles generated by the filter from the initial time up to \( t \). The AS aims to assign ancestral paths to the reference path \( \tilde{x}_{1:T} \). To achieve this, we introduce an ancestor index \( a_i \), which encodes the ancestry of the particles. The connection between \( \tilde{x}_{1:T} \) and one of the particles \( \{x^i_{1:t-1}\}_{i \in [N]} \) is established by assigning a value to the random variable \( a^i_{N} \). This random variable follows a multinomial distribution with values in \( [N] \) and probabilities \( w^i_{b,t-1} \) given by

\[
\bar{w}^i_{b,t-1} \propto w^i_{b,t-1} p_b(\tilde{x}_t | x^i_{t-1}),
\]

with \( w^i_{b,t-1} \) defined in (3). The formula above can be seen as an application of Bayes’ theorem, reminiscent of backward sampling weights in backward simulators as mentioned in [25, 38]. This similarity, however, does not necessitate an explicit backward pass in AS. Hence, the AS step corresponds to one step of the backward simulation which explains the close relationship between the CPF with a backward simulation and the CPF-AS for SSMs. Nevertheless, for non Markovian models this equivalence between these two filters does not hold in general (37]). The CPF-AS and CPF methods for SSMs are described in Algorithm 2 and illustrated in Fig. 1.

Conditioning the PF on a pre-specified set of particles may not seem obvious, but it brings an attractive property of invariance of the Markov chain for any number of particles \( N \). This invariance property follows by the construction of the CPF-AS in [38], and the fact that the law of the particles resampled in the ancestor sampling step is independent of permutations of the particles indices. Therefore, the conditioned particles can be placed in any position. In practice, it has been observed that a moderate number of particles (typically between 5 to 20), is sufficient to achieve a rapidly mixing kernel (see, [1]).

The efficiency of the CPF and CPF-AS algorithms is influenced by the initial choice of the reference trajectory \( \tilde{x}_{1:T} \). A “good” conditioning particles must be “close” to the true state to guide the filter with reasonable computational costs. The distribution of \( \tilde{x}_{1:T} \) must be chosen such that the output of the CPF is precisely the target distributions \( \gamma_{\theta,T}(x_{1:T}) \). According to [1, Theorem 2.1], if \( \tilde{x}_{1:T} \) is simulated according to \( \gamma_{\theta,T}(x_{1:T}) \), then running the CPF with this reference trajectory provides other sequences distributed according to \( \tilde{\gamma}_{\theta,T}(x_{1:T}) \). Another important result of their Theorem concerns a “bad” reference trajectory, which after a few number of iterations, has no impact on the convergence of the filter. In [8, Figure 6], the authors illustrate this observation on the Kitagawa example presented in Section IV-A. This initial trajectory selection is further examined in our high-dimensional example presented in Section IV-B.

By running one iteration of the CPF-AS algorithm, until the final time step \( T \), we obtain a set of particles that define an

Algorithm 2 CPF with and without AS.

\textbf{Input:} \( \tilde{N}, y_{1:T}; q_0, \tilde{x}_{1:T}[1] \).

\textbf{Output:} \( \tilde{x}_{1:T} \).

1: for \( k = 1, \ldots, K \) do
2: \hspace{0.5em} Draw \( x^1_t \sim q_0(x^1_1) \) for \( i \in [N-1] \).
3: \hspace{0.5em} Set \( x^N_t = \tilde{x}_1[k] \) and \( w^i_{b,1} = e^{\gamma_0,1}(x^i_1)/q_0(x^1_1) \).
4: for \( t = 2, \ldots, T \) do
5: \hspace{1em} Draw \( a^i_t \) s.t. \( P(a^i_t = j) \propto w^j_{b,t-1} \) for \( i \in [N-1] \).
6: \hspace{1em} Set \( a^N_t = N \) \hspace{0.3em} \( \triangleright \) \hspace{0.3em} CPF step
7: \hspace{1em} Set \( a^i_t \) according to (4) \hspace{0.3em} \( \triangleright \) \hspace{0.3em} CPF-AS step
8: \hspace{1em} Draw \( x^i_t \sim q_0(x^i_t|x^i_{1:t-1}, y_i) \) for \( i \in [N-1] \).
9: \hspace{1em} Set \( x^N_t = \tilde{x}_{x^1_T} [k] \).
10: \hspace{1em} Set \( x^i_{1:t} = (x^i_{1:t-1}, x^i_{t}) \) for \( i \in [N] \).
11: \hspace{1em} Set \( w^i_{b,t} \) according to (3).
12: end for
13: Draw \( J \) with \( P(J = i) = w^i_{b,T} \).
14: Set \( \tilde{x}_{x^1_T}[k + 1] = x^J_{1:T} \).
15: end for

Fig. 1. Comparison of CPF and CPF-AS schemes using \( N = 5 \) particles (light gray points). The main difference, highlighted in red for CPF-AS, lies in the resampling step, depicted in blue for CPF. The conditioning particle \( x_{1:t-1} \) is shown as a dark gray point. \( \ell_j \) denotes the corresponding lines in Algorithm 2.
empirical distribution on \(X^T\) given by
\[
\tilde{\gamma}^N_{\theta, T}(x_{1:T}) = \frac{1}{N} \sum_{i=1}^{N} \tilde{\omega}_{\theta, T}^i \delta_{x_{1:T}^i}(x_{1:T}).
\]

The convergence of \(\tilde{\gamma}^N_{\theta, T}\) towards \(\gamma_{\theta, T}\) happens for \(N \to +\infty\) (see, [1, Theorem 2.1]). However, in practice with a finite \(N\), the approximation tends to be rather poor (unless \(T\) is very small), as it typically suffers from path degeneracy. Iterative methods, such as those explored in [1, 56], offer promising solutions to achieve more robust approximations by coupling CPF-AS with MCMC procedures. In [56, Theorem 1], the authors provide convergence results under mild assumptions and show that the convergence is independent of the number of particles but depends on the number of MCMC iterations \(K\). This result is particularly interesting in practice, as it suggests that a smaller number of MCMC iterations is needed compared to \(N\).

After a complete pass of the CPF-AS, a trajectory \(x_{1:T}^t\) is sampled from the particle trajectories (lines 13-14 of Algorithm 2). This resampled trajectory becomes the reference trajectory for the next iteration of the MCMC step, i.e., \(\tilde{x}_{1:T}^t|\tilde{x}_{k+1} = x_{1:T}^t\). To draw \(K\) distinct realizations we just need to repeat \(K\) times the CPF-AS procedure. For sufficiently large \(K\), the realizations of \(\{\tilde{x}_{1:T}^1, \ldots, \tilde{x}_{1:T}^K\}\) is sampled from the stationary distribution \(\gamma_{\theta, T}(x_{1:T})\).

The online nature of this methodology is valid for \(K = 1\). For \(K > 1\), maintaining online estimation involves the incorporation of a MCMC step at time \(t\) to rejuvenate particles. This introduction is conditional upon observing, through a degeneracy criterion, such as the effective sample, that degeneracy exceeds a specified threshold. This approach is supported by [10, 22, 23]. Advanced sequential MCMC schemes, address online filtering inference problems (e.g., [3, 5, 26, 51]). However, for high-dimensional hidden Markov process, path degeneracy will occur as the dimension of the process increases. As a consequence, this degeneracy can be seen even in a single iteration of the algorithm (see, [4, 54]). In such contexts, MCMC moves are particularly effective in mitigating path degeneracy. For practical filtering problems, to manage computational costs while maintaining an online algorithm, Markov transition kernels at time \(t\) focus on a fixed time lag \(\ell\), updating only the variables \(x_{t-\ell+1}, \ldots, x_t\). References that summarize these points and open up new perspectives for online MCMC are given in [53, 52].

### C. State and Parameters Estimation

The task of state and parameter estimation is central to many applications and several particle-based MCMC approaches have been introduced, [1, 50, 39, 38, 35, 36, 37, 55]. Some authors proposed to augment the state vector by considering parameters as state variables with distinct dynamics, as described in [31, 40] and extended in [57]:
\[
\theta_t = \theta_{t-1} + \eta_{\theta}^t,
\]
where \(\theta_t \in \Theta \subset \mathbb{R}^r\) and \(\eta_{\theta}^t\) is an artificial centered noise with variance \(\mathcal{V}_t\). This artificial noise mechanism was introduced to counter the filter’s divergence when assuming constant parameter \(\theta_t = \theta_{t-1}\). We are focused on estimating the hidden state \(x_t\) and unknown parameters \(\theta_t\), i.e., \(p(x_t, \theta_t|y_t)\) denoted as \(\gamma_{\theta, t}(x_t, \theta_t)\). According to Bayes’ rule, one has
\[
\gamma_{\theta, t}(x_t, \theta_t) \propto \gamma_{\theta, t}(x_t) \times \gamma_{\theta, t}(\theta_t),
\]
where \(\gamma_{\theta, t}(x_t)\) can be approximated by any PFs discussed in Sections II-A and II-B, and it remains to estimate \(\gamma_{\theta, t}(\theta_t) = p(\theta_t|y_{1:t})\).

The goal is now to generate \(N\) particles \(\{x_{1:t}^i, \theta_t^i\}\) from the filtering distribution \(\gamma_{\theta, t}(x_t, \theta_t)\). This is achieved by sampling \(\{x_{1:t}^i, \theta_t^i\}\) from the importance density \(q(x_t, \theta_t|x_{1:t-1}^i, \theta_{t-1}^i, y_t)\).

The importance weight for each particle is then calculated using the recursive formula
\[
w_{\theta, t}^i = \frac{p(y_t|x_t, \theta_t) p(x_t|x_{1:t-1}^i, \theta_{t-1}^i) \delta_{\theta_{t-1}^i}(\theta_t)}{q(x_t, \theta_t|x_{1:t-1}^i, \theta_{t-1}^i, y_t)}. \tag{6}
\]

Standard PF approximations lead to the following quantities:
\[
\tilde{\gamma}_{\theta, t}^N(\theta_t, x_t) = \sum_{i=1}^{N} \tilde{\omega}_{\theta, t}^i \delta_{(x_t, \theta_t)}(\theta_t, x_t) \tag{7}
\]

To mitigate the divergence caused by the artificial dynamics \((5)\), the authors in [40, 57] replace each point mass \(\delta_{\theta_t}^i\) by a Gaussian kernel regularization. This approach results in the modification of the weights in \((6)\) and the definition of a new set of weights:
\[
w_{\theta, t}^i \propto \tilde{w}_{\theta, t}^i \frac{p(y_t|x_t, \theta_t) p(x_t|x_{1:t-1}^i, \theta_{t-1}^i) \mathcal{N}_h(\theta_t; m_t, \mathcal{V}_t)}{q(x_t, \theta_t|x_{1:t-1}^i, \theta_{t-1}^i, y_t)}, \tag{8}
\]

where \(\mathcal{N}_h(y;m,v)\) denotes the multivariate Gaussian kernel density evaluated at point \(y\) with mean \(m\) and variance \(v\), depending on the bandwidth \(h\). Thanks to this approximation the regularization kernel becomes the natural choice for the parameters proposal distribution. Thus, we sample \(\{x_{1:t}^i, \theta_t^i\}\) according to:
\[
q(x_t|x_{1:t-1}^i, \theta_t^i, y_t) \times \mathcal{N}_h(\theta_t; m_t, \mathcal{V}_t). \tag{9}
\]

Consequently, the weight calculation simplifies to
\[
w_{\theta, t}^i \propto \tilde{w}_{\theta, t}^i \frac{p(y_t|x_t, \theta_t) p(x_t|x_{1:t-1}^i, \theta_{t-1}^i)}{q(x_t, \theta_t|x_{1:t-1}^i, \theta_{t-1}^i, y_t)}, \tag{10}
\]

and we recognize the standard formula \((3)\) but now for the augmented state. The resulting distribution becomes a continuous distribution w.r.t. \(\theta_t\) and the approximation of the optimal filter \(\gamma_{\theta, t}(x_t, \theta_t)\) and of \(\gamma_{\theta, t}(\theta_t)\) is given by:
\[
\tilde{\gamma}_{\theta, t}^N(\theta_t) = \sum_{i=1}^{N} \tilde{w}_{\theta, t}^i \mathcal{N}_h(\theta_t; m_t^i, \mathcal{V}_t^i), \tag{11}
\]
\[
\tilde{\gamma}_{\theta, t}^N(\theta_t, x_t) = \sum_{i=1}^{N} \tilde{w}_{\theta, t}^i \mathcal{N}_h(\theta_t; m_t^i, \mathcal{V}_t^i) \delta_{x_t}(x_t). \tag{12}
\]

At time \(t\), let us denote \(\tilde{\theta}_t\) and \(\tilde{V}_t\) the vector of posterior conditional mean and covariance matrix, respectively, obtained from the PF approximations \((7)\). Typically, for the mean \(m_t^i,\)
standard methods assign $\theta^*_i$ for each particle $i = 1, \ldots, N$. However, in this case, the posterior mean under the distribution (11) is indeed equal to $\bar{\theta}_{t-1}$, but with a posterior variance equal to $(1 + h^2)V_{t-1}$ and larger than the posterior variance $V_t$ under the distribution (7). This phenomenon is known as the variance inflation ($V_t = h^2V_{t-1}$) and to correct this dispersion, it is necessary to shrink the mean of the kernel. In [40], the authors introduce a shrinkage parameter $\alpha_h$ leading to the avoidance of variance inflation and keeping the correct posterior mean $\bar{\theta}_t$ and variance $V_t$ of the distribution (11). Nevertheless, the choice of the shrinkage parameter corresponding to the bandwidth parameter of the kernel is important and Gaussian kernels may not suit all applications.

III. Kernel Smoothing Conditional Particle Filter with Ancestor Sampling

We propose to combine the CPF-AS with kernel regularization while allowing to correct the phenomenon of variance inflation. Furthermore, we adapt the result in [57] to our general framework. In the same way we propose for our approach a tuning rule for the choice of the bandwidth based on the minimization of the empirical KLD between an estimate of the propagation density $p(x_t, \theta_t|y_{1:t-1})$ denoted with our notation $\pi_{\theta,t}^N(x_t, \theta_t)$ and an estimate of the optimal filtering density $\hat{\pi}_{\theta,t}^N(x_t, \theta_t)$. The use of the CPF-AS method allows us to consider a very small number of particles (a range between 5-20), making our approach very competitive in practice for real-time state and parameter estimation.

Let us specify that, in order for the Gaussian approximation of the posterior distribution (11) to make sense, the parameter $\theta_t$ has to be expressed in a form that is consistent with such a distribution. For instance, variabilities could be expressed in logarithmic terms, probabilities through logit transformations, or more general distribution functions, and so on.

For one-dimensional $\theta_t$, an effective strategy involves employing a mixture of non-Gaussian kernels, chosen to match the support of the parameter’s distribution. For instance, for variance parameters, a Gamma kernel can be used instead of a Gaussian kernel. Following the moment-matching approach outlined in [40], the following system of equations can be solved for each $i \in [N]$.

$$
\begin{align*}
\mu_{t_i,h}^i & = \mu_i(\psi_i) = a_h \bar{\theta}_{t-1}^i + a_h^2 \bar{\theta}_{t-1}, \\
\psi_{t_i,h}^i & = \sigma_i^2(\psi_i) = (1 - a_h^2)V_{t-1},
\end{align*}
$$

where $\psi_i$ denotes the parametric form of the chosen kernel (e.g., for a Gamma kernel, $\psi_i$ represent the shape and rate parameters), with $a_h = \sqrt{1 - h^2}$ and $a_h^2 = (1 - a_h^2)$. The terms $\mu_{t_i,h}^i$ and $\psi_{t_i,h}^i$ are the mean and the variance of the considered kernel, respectively. By selecting the kernel locations $\mu_{t_i,h}$ as in (13), we address the issue of over-dispersion. The role of the shrinkage parameter $\alpha_h$ is to moderate this over-dispersion by guiding particles $\theta_t^i$ closer to their overall mean. This ensures that the kernel distribution consistently maintains $\bar{\theta}_t$ as the overall posterior conditional mean, while preserving the appropriate conditional variance $V_t$. We generalize this moment-matching condition to encompass general kernels, yielding a continuous kernel regularization that preserves the same initial two moments as the discrete particle approximation in (7).

Building upon the notation established in Section II-C, let $\bar{\theta}_t \in \mathbb{R}^r$ represent the vector of the posterior mean at time $t$, and let $V_t \in \mathbb{M}_{r \times r}(\mathbb{R}_+^r)$ stand for the posterior variance matrix at time $t$. Then for $i \in [N]$ and $j \in [r]$,

$$
\begin{align*}
\mu_{t_i,h}^i(\psi_{t_i,h}^i) & = \int \theta_{tj} K_{jh}(\theta_{tj}, \psi_{t_i,h}^i) d\theta_{tj} \\
& = a_h \theta_{t-1}^j + a_h^2 \bar{\theta}_{t-1}^j, \\
\psi_{t_i,h}^i(\psi_{t_i,h}^i) & = \int (\theta_{tj} - \mu_{t_i,h}^i(\psi_{t_i,h}^i))^2 K_{jh}(\theta_{tj}, \psi_{t_i,h}^i) d\theta_{tj} \\
& = (1 - a_h^2)V_{t-1}^j.
\end{align*}
$$

The parameter $\psi_{tj}$ should be selected to ensure that the kernel $K_{jh}$ has the same marginal conditional mean and conditional variance as those obtained with the distribution (7). By solving (14) for $(\psi_{tj})^j \in [r]$, we generalize this moment-matching condition to embrace general kernels, resulting in a continuous kernel regularization that preserves the initial two moments as the discrete particle approximation (7).

Proposition III.1. Let $h \in [0, 1]$. The kernel smoothing distribution defined as

$$
\hat{\pi}_{\theta,t}^N(\theta_t) = \sum_{i=1}^N \bar{w}_{\theta,t} K_h(\theta_t; \psi_{t_i}^i),
$$

has the same marginal conditional mean and variance of the posterior distribution (7).

Proof. See Section A of Appendix A.

Proposition III.1 states that for vector parameters $\theta_t$, the kernel distribution (15) provides a more general continuous approximation of (7) that matches first and second marginal moments. Consequently, the kernel regularization PF approximation of $\pi_{\theta,t}^N(x_t, \theta_t)$ is given by:

$$
\hat{\pi}_{\theta,t}^N(x_t, \theta_t) = \sum_{i=1}^N \bar{w}_{\theta,t} K_h(\theta_t; \psi_{t_i}^i) \delta_{x_t}(x_t).
$$

The KCPF-AS algorithm is described in Algorithm 3.

A. Optimal Tuning of the Kernel Bandwidth

For traditional PFs, a natural choice for the bandwidth consists in taking it as a decreasing function w.r.t. the number of particles $N$. Hence, for large $N$, the distribution $\pi_{\theta,t}^N(\theta_t)$ is more concentrated around the correct mean. However, in the context of KCPF-AS, this conventional approach is not optimal. This is because our technique is designed to operate efficiently even with a limited number of particles, $N$, irrespective of the sampling time $t$. In [40], the authors consider a Gaussian kernel with a fixed bandwidth equals to $(1 - C_\delta)^{1/2}$, with $C_\delta = (3\delta - 1)/2\delta$ and $\delta$ a discount factor living in $[0, 1]$ (typically close to one).

Proposition III.2 presents a procedure for selecting the bandwidth parameter for the KCPF-AS distribution (15). This method is based on the minimization of the empirical KLD between an estimate of the optimal filtering distribution
Algorithm 3 KCPF-AS

Input: $N, y_{1:T}, q_0, \bar{x}_{1:T}, L, h_0^{0.1}$
Output: $\bar{x}_{1:T}, \hat{\Theta}_{1:T}$
1: for $k = 1, \ldots, K$ do
2: \hspace{1em} Draw $\theta_i^k \sim \varphi(\theta_i)$ for $i \in [N]$.
3: \hspace{1em} Draw $x_i^k$ from $q(x_1|\theta_i^k)$ for $i \in [N - 1]$.
4: \hspace{1em} Set $x_i^0 = \bar{x}_i[k]$ and $w_{\theta,i}^0 = \varphi_\gamma(x_i^1)/q(x_i^1|\theta_i^1)$.
5: \hspace{1em} for $i = 2, \ldots, T$ do
6: \hspace{2em} Draw $a_i^k$ s.t. $\mathbb{P}(a_i^k = j) \propto w_{\theta,i}^j$ for $i \in [N - 1]$.
7: \hspace{2em} Set $a_i^0$ according to (4).
8: \hspace{2em} Draw $\theta_i^k \sim K_{h_{t-1}}(\theta_i | \psi_i)$ with $\psi_i$ sol. of (14) for $i \in [N]$.
9: \hspace{2em} Draw $x_i^k$ from $q_0(x_i|x_{1:t-1}, y_{1:t})$ for $i \in [N - 1]$.
10: \hspace{2em} Set $x_i^N = \bar{x}_i[k]$.
11: \hspace{2em} Set $\bar{w}_{\theta,i}^k$ according to (3).
12: \hspace{2em} Set $x_i^k = (x_i^{k-1}, x_i^k)$ for $i \in [N]$.
13: \hspace{2em} for $\ell = 1, \ldots, L$ do
14: \hspace{3em} Compute $h_{\ell,k}^k$ according to (17).
15: \hspace{2em} end for
16: end for
17: Draw $J$ with $\mathbb{P}(J = i) = \bar{w}_{\theta,i}^T$.
18: Set $\bar{x}_{1:T}[k + 1] = x_i^T[k]$.
19: end for

$\tau_{\theta,t}(x_i, \theta_i)$ and an estimate of the prediction distribution $\tau_{\theta,t}^N(x_i, \theta_i)$. A similar idea has been previously explored in [13, 57] for sequential importance resampling PFs.

The aim of this optimization is twofold: on the one hand to control the kernel bandwidth and correct the variance inflation problem and, on the other hand, to make the particles approximation (16) visiting regions of the state space with high posterior density. The kernel bandwidth is adaptive and thus allows to take into account the observations in the exploration step of the particles related to the parameters. As demonstrated in our numerical experiments in Section IV, this adaptive strategy successfully mitigates the divergence issue.

Several discrepancy measures, such as the KLD, were originally proposed for PF to determine the sample size $N$. This parameter significantly impacts the sampling of PFs (see, [13, 43, 21]). The KLD between an optimal importance sampling probability density function $g^*$ and a probability density function $g$ is defined as

$$\mathcal{D}_{KL}(g^*, g) = \int \log \left( \frac{g(x)}{g^*(x)} \right) g^*(x) dx = \mathbb{E} \left[ \log \left( \frac{g(X)}{g^*(X)} \right) \right], \quad X \sim g^*,$$

where, if $X$ can be directly sampled from $g^*$, an estimator for $\mathcal{D}_{KL}$ is obtained through the empirical mean of the logarithmic ratio of densities. However, since $g^*$ is typically unknown, this estimation is facilitated by PFs. This approach is central to our methodology for kernel bandwidth selection, leveraging pre-existing PF algorithms tailored for state and parameter estimation. Accordingly, it is essential to establish appropriate regularity conditions for the SSMs (1).

Assumption 2.
1) The measurement density $p(y_t|x_t, \theta_t)$ is continuous and differentiable w.r.t. $x_t$ for all $\theta_t$.
2) The transition density $p(x_t|x_{t-1}, \theta_t)$ is continuous and differentiable w.r.t. $x_{t-1}$ for all $\theta_t$.
3) The kernel function $K_h(\theta, \psi_t)$ is differentiable with respect to $\psi_t$.
4) The proposal density $q(x_t|x_{t-1}, \theta_t, y_t)$ is given by the transition density $p(x_t|x_{t-1}, \theta_t)$ in (9).

Proposition III.2. Under Assumption 2, an estimate for the optimal tuning rule for the bandwidth $h_t$ of the kernel smoothing distribution (16) exists and is such that

$$\hat{h}_t = \arg\min_{h \in [0,1]} \left\{ -\sum_{i=1}^N w_{\theta,i}^t \log h_{\theta,i}^t \right\},$$

(17)

where $w_{\theta,i}^t = \bar{w}_{\theta,i}^t K_{h_{t-1}}(\theta_i | \psi_i) p(x_t|x_{t-1}, \theta_t)$ and corresponds to the filter approximation of $\tau_{\theta,t}^N(x_i, \theta_i)$ at time $t$.

Proof. The proof follows the lines of [57, Proposition 1] and is postponed in Appendix A Section B.

A distinction between our results and those presented in [57] is worth noting. Although our optimization problem may initially appear more complex, this complexity is primarily a matter of notation. In their study, the minimized function is represented as $\sum_i w_{\theta,i}^t \log w_{\theta,i}^t$. Here, $w_{\theta,i}^t$ indicates the weights corresponding to the prediction step, related to the distribution $\tau_{\theta,t}^N(x_i, \theta_i)$. Embedded in these weights are the proposal density $q(x_t|x_{t-1}, \theta_t, y_t)$ and the Gaussian kernel from their sampling approach. For computational efficiency, we adopt the transition density $p(x_t|x_{t-1}, \theta_t)$ as our choice for $q$ (as specified in Assumption 2). This choice significantly simplifies the weight computations in practice.

While the leave-one-out method offers a practical bandwidth estimation, our preference leans towards the KLD, which inherently offers a better exploration of the state space during the sampling step. Prioritizing this optimization early on is crucial, anticipating convergence as MCMC iterations increases.

The computational complexity of these optimization problems in general model dependent and depends on how the optimization procedure is implemented. Typically, the optimization (17) can be done recursively by stochastic gradient methods, as highlighted in [29], i.e., the algorithm defines a sequence $h_{\ell}^t, \ell = 0, 1, \ldots$, of parameters, where $\ell$ is the iteration number. For each iteration, we update $h_{\ell}^t$ based on a computed direction $d_{t}^\ell$ and a step size $\gamma_{t}^\ell$, formalized as

$$h_{\ell+1}^t = h_{\ell}^t + \gamma_{t}^\ell d_{t}^\ell.$$
or approximated through methods like the finite difference method.

B. Convergence Properties

The theoretical guarantee of convergence of the algorithm is beyond the scope of this work, which is primarily intended to introduce our novel approach and make a comparison with several existing methods. Nevertheless, we discuss in this paragraph a way to obtain it and establish some of the practical issues affecting the convergence.

To study the convergence analysis of our approach, one can refer to existing studies such as [47, 33, 49, 6]. These works employ a similar kernel regularization technique to address the issue of PF degeneracy, particularly in scenarios with noise-free or very low-noise hidden dynamical systems, as well as situations where observation noise has minimal variance. In our approach, we apply kernel regularization specifically to the parameter dynamics to correct artificially introduced noise, without regularizing the observations or the hidden dynamics. The convergence in this context relies on several key assumptions, including the regularity of the kernel and its bandwidth, as well as the boundness of the measurement functions $p(y_t|x_t, \theta_t)$.

Combining these assumptions with the uniform ergodicity results obtained in [37, Theorem 1] for CPF-AS and established MCMC convergence results as presented in [34, Theorem 1] is a viable approach to studying the convergence of our methodology. Our empirical findings provide support for this perspective. Notably, the convergence primarily hinges on the choice of $h_t$ and the number of MCMC iterations, with the number of particles having a lesser impact.

IV. Numerical Experiments

A. Kitagawa’s Nonlinear Model

In this study, we explore the standard nonlinear time series model as a challenging example, which has been considered in numerous numerical experiments [7, 50, 57]. The model’s complexity is attributed to the nonlinearity present in both the state and observation equations. Moreover, accurately approximating the filtering distribution is challenging due to the transition density of the state potentially being bimodal, a result of the cosine term. The model is defined as follows:

$$
\begin{align*}
    x_{t+1} &= 0.5x_t + u_t + 25 \frac{x_t}{1+x_t^2} + 8 \cos(1.2t) + w_t \\
    y_t &= 0.05x_t^2 + e_t, \quad \text{for } t = 1, \ldots, 100,
\end{align*}
$$

where $w_t \sim \mathcal{N}(0, Q_t)$ and $e_t \sim \mathcal{N}(0, R_t)$ are independent white Gaussian sequences. We adopt the parameter values for $\theta_t = (Q_t, R_t)$ as in [57] and [37], specifically, $\theta^* = (Q^*, R^*) = (0.1, 1)$, with the initial condition for the hidden state $x_1$ set to $x_1 = 5$. Our methodology significantly reduces both the particle count, $N_1$, and computational time compared to the setups in [57].

Firstly, we analyze the performances of our approach and we compare it with the standard Gaussian Smoothing Particle Filter (GSPF) proposed in [40, 57] for different particle numbers, $N = 20$ up to $N = 1000$, across different iterations $K = 1$ up to $K = 155$. It should be noted that $K = 1$ denotes the CPF-AS algorithm without the MCMC smoother and corresponding to the online estimation. The prior density $p(\theta_1)$ for the two approaches is selected as a mutually independent multivariate normal distribution with mean $\theta^* = (0.5, 0.5)$ and variance $(1,1)$, ensuring that $\theta^*_t$ is included in the support of $p(\theta_t)$. Furthermore, since our approach adapts the kernel to the parameter support, a Gamma kernel was chosen. The results are represented in Table I. The computational cost for each approach is indicated in parentheses (measured in CPU seconds) and reported for one replication. KCPF-AS gives substantially better results than the standard GSPF, whatever the number of iterations $K$ or even with fewer particles $N$. The decrease in MSE with increasing $K$ aligns with theoretical expectations of improved Markov chain mixing for larger $K$. However, the performance gain from increasing particle count diminishes for sufficiently large $K$ but the performance remains even better for the online ($K = 1$) estimation for our approach.

Secondly, for comparative analysis, we executed CPF-SAEM [37], PGAS and PSEM [50], with PSEM utilizing a FFBS smoother with $N_2$ forward filter particles and a set number of backward trajectories $n_{MCMC}$. A PMMH [1] was also assessed with identical parameters. Note that the latter can be interpreted as a Multiple Try Metropolis scheme, where the different candidates in the MCMC iterations are generated and weighted by the use of a PF. [44, 42] provide a comprehensive analysis of the synergy between these methods. To reduce the number of parameters to be calibrated for the different approaches, we take $N_2$ to the same order as $N_1$ and aligned the number of iterations in the EM step of PSEM and CPF-SAEM with the MCMC step count, i.e., $n_{iter} = n_{MCMC} = K$. We experiment different particle counts $N$ and iteration numbers $K$, as these parameters significantly influence the numerical results.

Results, depicted in Figures 2 and 3, display mean square error (MSE) for each method against different $K$ and $N_1$, highlighting their convergence trajectories. PMMH and PSEM are the least reliable and stable methods. Their reliance on a substantial particle count, $N_2$, becomes apparent when $N_2$ values are comparable to $N_1$. Both methods demand a vast number of particles to generate satisfactory outcomes. However, the subpar performance of PSEM can also be attributed to its iteration number in the EM step, set equal to the MCMC iteration count. As $K$ increases, PSEM surpasses PMMH in efficacy, but it still trails behind its competitor (even for $K = 50$), CPF-SAEM. Our approach proves competitive both
in estimation results and real-time computational efficiency. For smaller $K$ values, our method outperforms both CPF-SAEM and PGAS—explained by the insufficiency of iterations for the SAEM method's EM step and PGAS's MCMC. However, with $K = 50$, our results are similar to CPF-SAEM and PGAS, albeit with reduced computation time. For instance, our method, with $K = 50$ and $N_1 = 50$, demands 0.02 seconds, compared to CPF-SAEM’s 0.19 seconds and PGAS’s 0.09 seconds. This comparative analysis emphasizes that for larger $K$ and a moderate particle count ($N_1 \approx 30$), the three best methods—KCPF-AS, CPF-SAEM, and PGAS—deliver commendable results. However, for smaller $K$ values, our approach is consistently better, regardless of particle count (see Fig. 2).

Finally, Fig. 4 depicted the trajectory of the latent process, considering both the presence and absence of the optimization routine. At each time instance $t$, the KLD, given in (17), was calculated with $N_1 = 20$ and $K = 50$, halting the optimization post 20 iterations. For this, we use the Monte Carlo finite-difference methods to approximate the derivative of the weights, as detailed in Section III-A with the reparameterization trick of [30] accomplished for the Gamma kernel by the inverse cumulative function of the Gamma distribution using the Matlab function gaminv (see [32] for more details). The accuracy of the latent space reconstruction is strongly influenced by the values of the parameters $\theta_i$. Incorrect parameter values can lead to inaccurate reconstructions, as demonstrated in [20], hence the importance of selecting the appropriate kernel bandwidth. We can note here that the KLD strategy surpasses the constant bandwidth approach, dividing the MSE in two (MSE($h_{\text{opt}}$) = $1.3 \times 10^{-3}$ vs. MSE($h_{\text{const}}$) = $2.6 \times 10^{-3}$).

Our primary goal is the concurrent estimation of latent states and parameters, making the optimized criterion especially pertinent. Observations indicate that this leads to a more precise estimation of the latent process, effectively rectifying biases in the estimation error.

### B. Large Spatial Sensor Network Example

This section evaluates our method’s empirical performance on a high-dimensional problem explored in [52], focusing on estimating spatial dynamic physical phenomena through noisy data from large sensor networks. We consider a network comprising $d$ sensors uniformly arranged on a two-dimensional grid $\{1, 2, \ldots, \sqrt{d}\} \times \{1, 2, \ldots, \sqrt{d}\}$, with each tasked to independently measure the state of a physical phenomenon at their respective locations. The state at the $c$-th sensor’s position at time $t$ is denoted by $x_{c,t} \in \mathbb{R}$, and its measurement is $y_{c,t} \in \mathbb{R}$. Thus, the full state across all sensor positions at time $t$ is represented as $x_t = (x_{1,t}, \ldots, x_{d,t})^T \in \mathbb{R}^d$, and all measurements form the vector $y_t = (y_{1,t}, \ldots, y_{d,t})^T \in \mathbb{R}^d$.

The dynamic and measurement models are expressed as follows:

\[
\begin{align*}
    x_t &= \alpha x_{t-1} + \nu_t \\
    y_t &= x_t + \epsilon_t,
\end{align*}
\]

where $|\alpha| < 1$ assumed unknown, $\epsilon_t \in \mathbb{R}^d$ is a zero-mean Gaussian random vector with covariance $\Sigma_y = \sigma_y^2 I_{d \times d}$. The noise $\nu_t \in \mathbb{R}^d$ is also a zero-mean Gaussian random vector, with its covariance matrix $\Sigma_v$, where the $(i, j)$-th entry of $\Sigma_v$ is given by

\[
(\Sigma_v)_{i,j} = \eta \exp \left( -\frac{\|S_i - S_j\|^2}{2\beta} \right) + \gamma \delta_{i,j},
\]

$\| \cdot \|_2$ denotes the Euclidean norm, $S_i \in \mathbb{R}^2$ represents the physical position of sensor $i$, and $\delta_{i,j}$ is the Kronecker delta symbol. Following [52], we set $\alpha = 0.9, \eta = 3, \gamma = 0.01, \beta = 20$ and $\sigma_y^2 = 2$. This example is particularly valuable for evaluating our method since the posterior distribution can be derived analytically using the Kalman filter. We leveraged the authors’ published results and Matlab implementation to...
ensure a fair assessment of our approach. Specifically, for this example, the authors are interested in tracking a time-varying spatial physical phenomenon from the sequence $y_t$ of noisy observations coming from the network, the parameters are assumed to be known. We relax this assumption for $\alpha$ and we integrate their Hamiltonian MCMC based kernel with our KCPF-AS framework without the MCMC, i.e., for $K = 1$ in Algorithm 3 since this step is already integrated in their MCMC. This adaptation of their methodology to our context is termed Sequential MCMC (SMCMC). In this experiment, we compare the performance of SMCMC with that of KCPF-AS and a simple PF.

For the regularization of the unknown parameter $\alpha$, we use a Gaussian kernel at each time step $t$, with mean $m_t = a_b \alpha_{t-1} + (1 - a_b) \bar{\alpha}_{t-1}$ and a variance $V_t = \lambda_t^2 V_{t-1}$, where $a_b = \sqrt{1 - h_t}$. Here $\bar{\alpha}_{t-1}$ and $V_{t-1}$ denote to the posterior mean and variance at time $t - 1$, calculated from the filter as:

$$
\bar{\alpha}_{t-1} = \sum_{i=1}^{N} w^i_{t-1} \alpha^i_{t-1} \quad \text{and} \quad V_{t-1} = \sum_{i=1}^{N} w^i_{t-1} (\alpha^i_{t-1} - \bar{\alpha}_{t-1})^2.
$$

Hence, the adaptive kernel, derived as the solution of (17) can be easily accomplished using the standard parameterization trick for Gaussian distribution and the Gradient can be obtained from the explicit expressions of the derivatives of the Gaussian distribution. Note that the approach proposed in [52] also requires for the Hamiltonian dynamic the computation of the Gradient and the Hessian of these distributions (except for the kernel function).

Table II presents the average MSE comparison computed between PF, SMC, and KCPF-AS, and the optimal posterior mean obtained by the Kalman filter, across increasing state dimensions $d$, varying $K$ and $N$. The associated CPU times for each case are detailed in Table III. The performance of the KCPF-AS remains very close to the SMC and becomes less efficient as the dimension becomes very large. Increasing the number of particles and keeping the same number of MCMC iterations reduces the MSE of SMCMC and KCPF-AS, but does not overcome the problem of degeneracy, which increases with the state dimension. On the other hand, when we increase the number of MCMC iterations, the KCPF-AS filter becomes more efficient. These results align with the findings of [52], where the authors note that incorporating MCMC moves within a standard PF yield superior performances compared to using a standard PF alone. In terms of CPU, KCPF-AS is faster at fixed $K$ and for a small number of particles $N$. When we increase $N$, the two approaches are comparable with a slight gain for the SMC which is due in particular to the way in which the PF is nested in the MCMC core. Nevertheless, KCPF-AS gives better performance for this scenario.

This experiment highlight, that degeneracy issues become more significant in high-dimensional settings. While certain PFs mentioned in literature offer some mitigation of this degeneracy, this example illustrates that mere conditioning is inadequate for managing complexities in larger dimensions. Integrating MCMC methods—through the development of an efficient MCMC kernel as [52], or executing multiple MCMC moves—emerges as an effective strategy for high-dimensional challenges. The empirical evidence supports our proposed approach, addressing the complexities inherent in high-dimensional scenarios.

In Table IV, we explore the influence of the reference trajectory $\hat{x}_{1:T}$ on the KCPF-AS performance on this high-dimensional example. We differentiate between “good”, case A and “bad”, Case B initial conditions for $\hat{x}_{1:T}$, with “good” being very close to the actual signal $x_{1:T}$ and “bad” significantly diverging from it. This distinction is quantified by adding a Gaussian noise with means equal to 5% (resp. 30%) error of the signal for Case A (resp. Case B) and with a fixed variance of 0.01 for both scenarios. We note that beyond a certain dimension the conditioning no longer contributes anything to the performance of the filter compared to MCMC. In particular, even conditioning very close to the true trajectory does not provide more than bad conditioning. We therefore suspect that the degeneracy is so strong in large dimensions that conditioning and AS are not sufficient. It therefore becomes inevitable to combine them with MCMC

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$K$</th>
<th>Dimension (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KCPF-AS</td>
<td>10</td>
<td>22</td>
<td>0.34 0.39 0.56 0.69 0.80</td>
</tr>
<tr>
<td>SMC</td>
<td>10</td>
<td>22</td>
<td>0.42 0.49 0.46 0.60 0.74</td>
</tr>
<tr>
<td>PF</td>
<td>10</td>
<td>—</td>
<td>3.95 4.34 7.40 7.94 8.91</td>
</tr>
<tr>
<td>KCPF-AS</td>
<td>30</td>
<td>22</td>
<td>0.20 0.24 0.34 0.61 0.74</td>
</tr>
<tr>
<td>SMC</td>
<td>30</td>
<td>22</td>
<td>0.21 0.26 0.41 0.55 0.65</td>
</tr>
<tr>
<td>PF</td>
<td>50</td>
<td>—</td>
<td>1.45 1.34 2.92 4.19 5.17</td>
</tr>
<tr>
<td>KCPF-AS</td>
<td>10</td>
<td>82</td>
<td>0.18 0.17 0.30 0.39 0.46</td>
</tr>
<tr>
<td>SMC</td>
<td>10</td>
<td>82</td>
<td>0.22 0.24 0.36 0.45 0.50</td>
</tr>
<tr>
<td>PF</td>
<td>10</td>
<td>—</td>
<td>3.44 4.08 7.50 7.80 9.03</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$K$</th>
<th>Dimension (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>KCPF-AS</td>
<td>10</td>
<td>22</td>
<td>0.06 0.12 0.22 0.51 0.89</td>
</tr>
<tr>
<td>SMC</td>
<td>10</td>
<td>22</td>
<td>0.19 0.29 0.55 1.43 2.75</td>
</tr>
<tr>
<td>PF</td>
<td>10</td>
<td>—</td>
<td>0.00 0.06 0.01 0.02 0.04</td>
</tr>
<tr>
<td>KCPF-AS</td>
<td>50</td>
<td>22</td>
<td>4.43 6.26 11.32 27.23 58.13</td>
</tr>
<tr>
<td>SMC</td>
<td>50</td>
<td>22</td>
<td>3.26 5.26 9.75 25.34 52.33</td>
</tr>
<tr>
<td>PF</td>
<td>50</td>
<td>—</td>
<td>0.05 0.60 0.07 0.16 0.32</td>
</tr>
<tr>
<td>KCPF-AS</td>
<td>10</td>
<td>82</td>
<td>0.45 0.83 1.34 3.46 5.50</td>
</tr>
<tr>
<td>SMC</td>
<td>10</td>
<td>82</td>
<td>1.30 2.09 3.84 9.61 18.80</td>
</tr>
<tr>
<td>PF</td>
<td>10</td>
<td>—</td>
<td>3.68 4.36 7.78 8.03 9.25</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Method</th>
<th>$N$</th>
<th>$K$</th>
<th>Dimension (d)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Case A</td>
<td>10</td>
<td>22</td>
<td>0.25 0.32 0.46 0.65 0.72</td>
</tr>
<tr>
<td>Case B</td>
<td>10</td>
<td>22</td>
<td>0.39 0.40 0.48 0.68 0.74</td>
</tr>
<tr>
<td>Case A</td>
<td>10</td>
<td>82</td>
<td>0.14 0.18 0.33 0.38 0.45</td>
</tr>
<tr>
<td>Case B</td>
<td>10</td>
<td>82</td>
<td>0.20 0.24 0.35 0.39 0.46</td>
</tr>
</tbody>
</table>
by considering a sufficient number $K$ of iterations.

V. CONCLUSION AND PERSPECTIVES

These study’s numerical findings underscore the efficacy of integrating CPF-AS with kernel regularization for online estimation of both unknown parameters and the state in nonlinear SSMs. By employing AS, we not only enhance the mixing of the Markov kernel but also circumvent parameter divergence. This is achieved with a minimal particle count, typically ranging from 5 to 20 particles. This efficiency is particularly compelling for real-time computational applications. This outcome holds significance, especially in the context where introducing an artificial dynamic on parameters can inadvertently lead to variance inflation, potentially triggering filter divergence. The proposed approach relies on the choice of a tuning parameter and we propose a data-driven procedure based on the minimization of the empirical KLD between the prediction and optimal filter estimates. Furthermore, for high-dimensional problems where the degeneracy problem is very pronounced, we show the interest of combining this approach with MCMC methods. The method proposed in this paper still remains very competitive in this context and the scope of our methodology extends beyond SSMs. It offers promising potential for adaptation to models presenting intricate dependencies, such as those that are non-Markovian, nonparametric, or graphical models.

APPENDIX

A. Proof of Proposition III.1

Proof. Let $I$ denote a latent variable that takes values in $\{1, \ldots, N\}$ with $P(I = i) = w_i$ for $i \in [N]$ and recall that $a_h = \sqrt{1 - \theta^2}$. For $j \in [r]$

$$E[\theta_{ij}] = E[E[\theta_{ij}|I]] = E[\mu_{ij}^*]$$

$$= E[a_h^\theta \theta_{ij} \gamma_{(i-1)j}] + a_h^\theta \bar{\theta}_{ij} \gamma_{(i-1)j}] \text{ by (14).}$$

$$= a_h^\theta E[\theta_{ij}] + a_h^\theta \bar{\theta}_{ij} \gamma_{(i-1)j}]$$

$$= a_h^\theta \bar{\theta}_{ij} \gamma_{(i-1)j}]$$

In the same way, for the variance we have

$$\nabla[\theta_{ij}] = E[\nabla[\theta_{ij}|I]] + E[\nabla[\theta_{ij}|I]]$$

$$= E[v_{ij}^*] + E[v_{ij}^*]$$

$$= v_{ij}^* + \nabla[a_h^\theta \theta_{ij} \gamma_{(i-1)j}] + a_h^\theta \bar{\theta}_{ij} \gamma_{(i-1)j}] \text{ by (14).}$$

$$= (1 - a_h^\theta) V_{i-1} + a_h^\theta V_{i-1}$$

$$= V_{i-1}.$$ 

B. Proof of Proposition III.2

Proof. Using the notation introduced previously, the KLD between the propagating densities $\gamma_{\theta,t-}(x_t, \theta_t)$ and the optimal filtering $\gamma_{\theta,t}(x_t, \theta_t)$ at time $t$ is given by

$$\mathcal{D}_{KL}(t) = \int_z \log \left( \frac{\gamma_{\theta,t-}(x_t, \theta_t)}{\gamma_{\theta,t}(x_t, \theta_t)} \right) \gamma_{\theta,t-}(x_t, \theta_t)\,dx_t\,d\theta_t,$$

where $Z$ is the augmented state space $X \times \Theta$.

Using Bayes’s theorem and the Markov property of the hidden states, we obtain

$$\gamma_{\theta,t}(x_t, \theta_t) = \frac{p(y_t|x_t, \theta_t)\gamma_{\theta,t-}(x_t, \theta_t)}{\int_{x_t} p(y_t|x_t, \theta_t) \gamma_{\theta,t-}(x_t, \theta_t) \,dx_t}.$$

Substituting this into the expression for $\mathcal{D}_{KL}(t)$, we have

$$\mathcal{D}_{KL}(t) = \int_z \log \left( \int_{x_t} \frac{p(y_t|x_t, \theta_t)\gamma_{\theta,t-}(x_t, \theta_t)\,dx_t}{p(y_t|x_t, \theta_t)} \times \gamma_{\theta,t-}(x_t, \theta_t)\,d\theta_t\right) \times \gamma_{\theta,t-}(x_t, \theta_t)\,d\theta_t\,dx_t.$$

For nonlinear and non-Gaussian state space models, this integral is intractable in most cases, the key idea is to approximate it iteratively using an approximation of $\gamma_{\theta,t}(dx_t, d\theta_t)$ as follows

$$\hat{\gamma}_{\theta,t}^N(x_t, \theta_t) = \sum_{i=1}^N \bar{w}_{\theta,t}^i \mathcal{K}_{h_{i-1}}(\theta_t; \psi_i^t) \delta_{x_i^t}(x_t).$$

Note that $\hat{\gamma}_{\theta,t}^N(x_t, \theta_t)$ is a discrete approximation in $x_t$ but is continuous in $\theta_t$. Furthermore, by the Chapman-Kolmogorov propagation (2) and taking the transition density $p(x_t|x_t-1, \theta_t)$ for the proposal density $q_0$ we obtain for the approximation of $\gamma_{\theta,t-}(x_t, \theta_t)$

$$\hat{\gamma}_{\theta,t-}^N(\theta_t, x_t) = \sum_{i=1}^N w_{\theta,t-1}^i p(x_t|x_t-1, \theta_t) \mathcal{K}_{h_{i-1}}(\theta_t; \psi_i^{t-1}) \delta_{x_i^t}(x_t).$$

Hence, we work with an empirical version of $\mathcal{D}_{KL}$ given by

$$\hat{\mathcal{D}}_{KL}^N(t) = \int_z \log \left( \int_{x_t} \frac{p(y_t|x_t, \theta_t) \sum_{i=1}^N A_{i-1}^t \delta_{x_t^{i-1}}(x_t)}{p(y_t|x_t, \theta_t)} \times \sum_{i=1}^N A_{i-1}^t \delta_{x_t^{i-1}}(x_t) \right) \times \sum_{i=1}^N A_{i-1}^t \delta_{x_t^{i-1}}(x_t),$$

where

$$A_{i-1}^t = \int_{x_t} \sum_{i=1}^N \bar{w}_{\theta,t}^i \mathcal{K}_{h_{i-1}}(\theta_t; \psi_i^t).$$

and

$$B_{i-1}^t = \int_{x_t} \sum_{i=1}^N \bar{w}_{\theta,t}^i \mathcal{K}_{h_{i-1}}(\theta_t; \psi_i^t).$$

Now using the recursivity of the weights (8) with kernel $\mathcal{K}_{h_{i-1}}$ and after normalization, we get

$$\hat{\mathcal{D}}_{KL}^N(t) = \sum_{i=1}^N \frac{A_{i-1}^t}{w_{\theta,t}^i} \log \left( \frac{A_{i-1}^t}{w_{\theta,t}^i} \right).$$

Hence, the optimal bandwidth $\hat{h}_t$ is given as

$$\hat{h}_t = \arg \min_{h_t \in [0,1]} \left\{ - \sum_{i=1}^N A_{i-1}^t \log \left( \frac{w_{\theta,t}^i}{A_{i-1}^t} \right) \right\},$$

$$= \arg \min_{h_t \in [0,1]} \left\{ - \sum_{i=1}^N A_{i-1}^t \log \left( w_{\theta,t}^i \right) \right\}.$$ 

where the last line follows from the fact that: $\sum_{i=1}^N A_{i-1}^t \log (A_{i-1}^t)$, is independent of $h_t$. □
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