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Abstract 

Strong correlations between measured strain fields and 3D crystal plasticity finite element (CP-FE) 

predictions based on the real microstructure are found for a plane strain tensile specimen made of 

6016 T4 aluminium alloy. This is achieved using multimodal X-ray lab tomography giving access to both 

the initial grain structure and the strain evolution. The real microstructure of the central region of 

interest (ROI) of the undeformed specimen is obtained non destructively using lab-based diffraction 

contrast tomography (DCT) and meshing. An in situ tensile test, using absorption contrast tomography 

(ACT) is then performed for twelve loading increments up to fracture. Taking advantage of the plane 

strain condition, the evolution of the internal strain field is measured by two-dimensional digital image 

correlation (DIC) in the material bulk using the natural speckle provided by intermetallic particles. Early 

strain heterogeneities in the form of slanted bands, that are spatially stable over time, are revealed and 

the fracture path – determined from the post mortem scan – is found to coincide with the bands 

exhibiting maximum strain. CP-FE simulations are performed on the meshed microstructure of the 

specimen acquired by DCT and are compared with image correlation measurements. The measured 

strain fields are well described by 3D CP-FE predictions, whilst it is shown that neither a macroscopic 

anisotropic plasticity model nor a CP-FE simulation with random grain orientations could reproduce the 

measurements.  

Keywords  

Correlative X-ray tomography, Diffraction contrast tomography, Polycrystal, Plane strain tension, Crystal 
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1. Introduction 

In light of the current need to reduce CO2 emissions and improve fuel efficiency, light weight structural 

materials are increasingly used by automakers (Watarai, 2006). Aluminium alloys are thus more and 

more considered in the automotive industry to replace steel. For both inner and outer automotive 

panels, formability is of particular interest for manufacturers who want to produce complex 

geometries, including sharp edges, together with a good surface finish (Ota et al., 2020). While 

formability of steel has already been significantly optimized, there are now new challenges for 

optimizing the formability of the aluminum alloys that may replace steel in future automotive body 

panels. The standard tool to evaluate part feasibility in terms of stamping performance of a metal is 

the forming limit curve (FLC), which consists of mapping the conditions for the onset of necking (plastic 

localization) in terms of principal strains for stress states ranging from uniaxial to equi-biaxial tension, 

following the procedure prescribed by ISO norms (International Organization for Standardization, 

2008a, 2008b). In FLCs, the critical strain state for formability is the lowest point in terms of major 

strain. It corresponds to plane strain with the minor strain being near zero (Holmberg et al., 2004). By 

definition, in the plane strain state, deformation only occurs in a 2D plane (Kelly, 2013).  Most 
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automotive stamping failures occur near plane strain and William G. Brazier has found out that it 

concerns 85 % of stretching failures in automotive stampings (Ayres et al., 1978). The plane strain state 

is thus of particular interest, and several lab tests like V-bending or Limiting Dome Height are used to 

assess metal sheet formability in this particular strain state. Several studies have focused on the 

development of easy-to-perform plane strain tensile tests with various specimen geometries 

(Holmberg et al., 2004; Park et al., 2020; Granum et al., 2021; Gille et al., 2024). Single crystal 

deformation experiments under plane strain boundary conditions have proved valuable in elucidating 

the role played by such constraints in the formation of deformation textures during rolling and drawing 

(Hartley and Kysar, 2020). 

Stress triaxiality defined as 𝜂 = 𝜎𝑚/𝜎𝑒𝑞 with 𝜎𝑚 the hydrostatic stress and 𝜎𝑒𝑞 the equivalent Von 

Mises stress was shown by several authors to have an impact on material strength (Lou et al., 2020) 

and on fracture mechanisms (Thomason, 1990; Pineau et al., 2016). At high levels of triaxiality, the 

higher the triaxiality, the lower the fracture strain. However, the fracture strain does not increase 

monotonically with decreasing triaxiality (Bao and Wierzbicki, 2004; Papasidero et al., 2015). Despite 

the inconsistency of studies, the literature indicates that there are complex relations between 

triaxiality, Lode angle and fractures strain. Some authors have highlighted the importance of the Lode 

angle parameter �̅�, which, when close to 0, means lower ductility of the material. Thus, fracture strain 

can be represented as a surface depending on both 𝜂 and �̅� on which plane strain tension – even if not 

in high stress triaxiality (𝜂 = 1/√3) – is in the lowest part of the surface as the Lode angle parameter 

�̅� = 0 (Mohr and Marcadet, 2015; Papasidero et al., 2015) 

In the last decades, 4D X-ray imaging techniques have significantly developed both at synchrotron 

sources and in laboratory tomographs, enabling deformation and damage mechanisms to be visualized 

up to failure by applying a mechanical loading with a dedicated in situ loading device (Maire and 

Withers, 2014; Wu et al., 2017; Proudhon et al., 2020; Xiao et al., 2024). Image correlation techniques 

applied on absorption contrast tomography (ACT) scans enable local internal strain fields to be 

measured both in 2D with digital image correlation (DIC) (Sutton et al., 2009) and in 3D with digital 

volume correlation (DVC) (Bay et al., 1999; Bornert et al., 2004; Roux et al., 2008). In some studies, 

markers were introduced inside the material to provide the contrast required for registration (Bornert 

et al., 2004; Haldrup et al., 2008). However, additional markers may affect the mechanical behaviour 

of the material, so for this study, it was decided to rely on the natural speckle provided by inherent 

intermetallic particles, as image correlation had already been successfully performed on aluminium 

alloys with similar particle contents (Buljac et al., 2018; Morgeneyer et al., 2014, 2016, 2021). In these 

experimental studies, strain fields were measured in the plane strain zone ahead of a localizing notch 

of a compact tension specimen revealing various strain heterogeneity mechanisms. In AA2198 T8R, a 

single early localization band was observed at the location of final slanted fracture (Buljac et al., 2018; 

Morgeneyer et al., 2014), whereas in AA2139 T3 and AA7075 T651, several bands were found to 

compete at early steps, before localization and fracture occurred on one or two of these initial bands 

(Morgeneyer et al., 2021, 2016). However, there are currently no studies that report experimentally 

observed strain heterogeneity within the bulk of an aluminium alloy deformed in plane strain tension.  

The polycrystalline effects on strain heterogeneities have been explored in several studies by combining 

surface DIC and Scanning Electron Microscopy (SEM) / Electron BackScattered Diffraction (EBSD) 

techniques (Héripré et al., 2007; Tasan et al., 2014; Rotella et al., 2021; Bean et al., 2022; Pelligra et 

al., 2022). However, only the surfaces of the specimens were observed with these methods without 

considering the mechanisms occurring in the core of the samples, that can be far from the plane stress 

conditions of the surface. This was overcome by Morgeneyer et al. (2021), who used 3D imaging 

techniques to measure the internal strain field in the plane strain state region ahead of the notch of a 
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compact tension-like specimen. The experimental strain field was compared with a simulated strain 

field obtained with a 2D plane strain crystal plasticity finite element (CP-FE) simulation performed on a 

microstructure constructed from EBSD data. Similar strain heterogeneities were found experimentally 

and numerically, but a one-to-one comparison was not possible. The microstructure used for the CP-

FE simulation was indeed measured on the same material but on a region different from the one where 

DIC was performed as the acquisition of such an EBSD would have been acquired post mortem. 

Similarly, by coupling destructive 3D EBSD and numerical simulation, Sarmah et al. (2024) found that 

the role of grains in damage growth in a 7075-O aluminium alloy was negligible compared to particle 

decohesion and cracking.  Singh et al. (2019) also used CP-FE simulation on EBSD data to investigate 

the micromechanical deformation behaviour of three magnesium alloys during mini-V-bending test. 

The development of diffraction contrast tomography (DCT), first at synchrotrons (Ludwig et al., 2008; 

Johnson et al., 2008) and then in laboratory tomographs (Bachmann et al., 2019; Oddershede et al., 

2022; Ganju et al., 2023; Nieto-Valeiras et al., 2024), now makes it possible to non-destructively 

measure the 3D microstructure of a specimen with grain morphology and crystallographic orientations 

for the undeformed state. For example, Kobayashi et al. (2022) mapped the microstructure of an 

undeformed Al-Cu alloy specimen by lab-based DCT before acquiring in situ ACT scans, taking 

advantage of microstructural feature tracking to obtain the 3D local strain field. They showed that early 

strain heterogeneities are related to final strain localization. The grain size, shape and orientation 

effects were investigated, but no obvious conclusion could be drawn. It was found that grain 

neighborhood plays a major role in strain heterogeneity, making strain evolution a very complex 

problem that might be understood using CP-FE simulations. Another recent study combined lab-based 

DCT, CP-FE simulations and in situ ACT to investigate the effects of microstructure on void growth 

(Vaughan et al., 2024). They found no clear relationship between the void growth rate and the 

crystallographic orientations of the neighboring grains. 

Historically, 3D finite element simulations relying on CP-FE constitutive equations have been based on 

synthetic microstructures that could be generated based on texture measurements (Barbe et al., 2001; 

Ghorbanpour et al., 2020; Sedighiani et al., 2021). More recently, CP-FE simulations were applied to 

experimental spatially-resolved microstructures acquired by DCT or three-dimensional X-ray diffraction 

(3DXRD) and deformed to a few percent strain (Proudhon et al., 2011; Rovinelli et al., 2020; Renversade 

and Quey, 2024). CP-FE results have already been compared to experimental results obtained by image 

correlation, but this was limited to surface analysis (Héripré et al., 2007; Zhao et al., 2008; Tasan et al., 

2014; Lin et al., 2020).  

The objective of this paper is to study strain heterogeneity and strain localization and how this affects 

the final fracture path for a 6016 T4 aluminium alloy deformed in plane strain tension. Polycrystalline 

effects on the strain heterogeneity have been investigated thanks to 3D CP-FE simulations based on the 

real microstructure. The material, the plane strain tensile specimen and the in situ tomography setup 

for acquisition of DCT and ACT scans are described in section 2, whilst section 3 describes the numerical 

procedure applied for performing CP-FE simulations on the measured microstructure. Measured and 

simulated internal strain fields are then presented in section 4 before being discussed in section 5 to 

investigate strain heterogeneity mechanisms and the role of crystallography in strain localization and 

final fracture. Finally, a conclusion is presented in section 6. 

2. Experimental procedure 

2.1. Material 

The specimen was made of 6016 T4 aluminium alloy provided by Constellium C-TEC as a 1.15 mm thin 

sheet. For the purpose of this academic study requiring a stabilized material, the AA6016 T4 metal 
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sheet was naturally aged for more than one year and is supposed to have retained stable mechanical 

properties. AA6016 is used for outer automotive body panels and is optimized for formability, with 

silicon and magnesium as main alloying elements. The chemical composition is detailed in Table 1. 

Element Si Mg Fe Mn Cu Zn Ti Cr 

wt% 1.0-1.5 0.25-0.6 ≤ 0.50 ≤ 0.20 ≤ 0.20 ≤ 0.20 ≤ 0.15 ≤ 0.10 

Table 1 – Chemical composition limits of AA6016 in weight percentage (wt%) (The Aluminum 
Association, 2018) 

Figure 1.a) shows the grain structure of the material on a volume acquired by lab-based DCT as 

described in the following. Processing directions are referred to as L for the rolling direction, T for the 

transverse direction and S for the short-transverse direction (thickness direction). The material, which 

was recrystallized, showed equiaxed grains with an average equivalent diameter of 40 μm and a 

moderate Cube-type texture (see Figure 1.b). A 2D section of a high-resolution ACT scan is displayed in 

Figure 1.c). It shows the different constituents of the alloy, which are revealed by their different 

densities and thus X-ray absorption. The volume fraction of intermetallic particles (appearing in white) 

was measured to be 0.64 % by segmenting the 3D scan, while the volume fraction of voids (in black) is 

about 0.1 %. 

 

Figure 1 – Material microstructure: a) T-axis Inverse Pole Figure showing the 3D grain structure 
acquired via lab-based DCT; b) {111} pole figure; c) 2D slice of a high-resolution ACT scan acquired by 

lab tomography  

Relevant mechanical parameters are given in Table 2. The material is very ductile (high strain at 

fracture) with strong work hardening (Rm/Rp0.2 = 2). The anisotropy in stress is very low but the 

anisotropy in strains is not negligible as indicated by the r-values, also called Lankford coefficients 

(Lankford et al., 1950).  

E (GPa) 
in transverse direction 

r0 r45 r90 
Rp0.2 (MPa) Rm (MPa) A (%) 

71 115 232 28 0.83 0.45 0.67 

Table 2 – Mechanical properties of AA6016 T4 

2.2. Miniaturized plane strain tension specimen and mechanical test 

Since the study required the proper capture of grains and intermetallic particles, the characteristic size 

of which was around ten microns, high-resolution tomography was the appropriate technique, but it 

necessitated the miniaturization of the plane strain tensile specimen. Full-thickness specimen 

geometries with wide ROI, like the one proposed by Granum et al. (2021), was therefore unsuitable 

and a flat grooved specimen geometry, inspired by publications from Bai et al. (2009) and Park et al. 

(2020), was chosen as a compromise. This design led to elastic deformation only in the thick part of the 
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specimen during tension, thereby preventing deformation in the width direction (referred to as the Y 

direction in Figure 2.a). So, the center of the specimen remained close to the plane strain state. 

In order to meet both the plane strain requirement and size requirement enabling micrometer-scale 

imaging by tomography, an optimal specimen geometry was determined using finite element 

calculations based on a macroscopic anisotropic Barlat-type model proposed by Bron and Besson 

(2004) and parameters identified as described in section 3.1 and appendix A. A criterion was set for the 

plane strain condition. Namely, the ratio of strain in the tension direction, Z, to the strain in the Y 

direction (perpendicular to the tension axis) should be higher than 10 all along the loading path. This 

condition was numerically found to be achieved for a specimen with a region of interest (ROI) of a 

width of 4 mm, a height of 0.6 mm and a thickness of 0.5 mm, which was also compatible with CT 

characterizations. The selected miniaturized plane strain tension specimen design can be seen on 

Figure 2.a. Figure 2.b shows the sample machined by electrical discharge machining (EDM), so that the 

tension direction is the transverse direction of the metal sheet T. Appendix B presents the experimental 

verification of the plane strain state in the center of the specimen by DIC on the surface of the 

specimen. 

 

Figure 2 – a) Dimensions of the ROI of the miniaturized plane strain tension specimen and b) picture of 
a machined specimen; c) manual in situ tension setup called Statix and d) ACT setup 

A dedicated in situ tension device called Statix (shown in Figure 2.c) was developed so as to apply the 

loading steps to the specimen. As shown on Figure 2.d, Statix was sufficiently compact to fit in the lab 

tomograph and provides a sample-to-source distance of 12 mm. The load was applied manually by 

means of a handle linked to a loading screw which transmitted the mechanical load via a load cell and 

a long grip to the sample. The sample was maintained in the stress rig by means of two pins and a 

glassy carbon tube was used to carry the load to the frame whilst ensuring 360° X-ray visibility without 

hindering the absorption. 

2.3. Lab tomography (DCT and ACT) 

The 3D non-destructive imaging of the specimen was performed on a ZEISS Xradia 520 Versa lab 

tomograph equipped with a lab-based DCT module. A DCT scan and 14 ACT scans were collected 

following the steps presented in Figure 3. 
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Figure 3 – Stress-displacement curve of the plane strain tensile test showing the distribution of 
tomography scans acquired during the in situ test: a) Grain map of the central ROI of the undeformed 
specimen acquired by lab-based DCT, b) engineering stress vs optical extensometer displacement with 
position of the different tomography scans, c) ACT scan of the undeformed specimen and d) ACT scan 

of the upper half of the post mortem specimen 

The undeformed specimen was first scanned by lab-based DCT outside of the Statix setup to obtain the 

crystallographic orientations and morphologies of the grains in the ROI. A polychromatic divergent 

beam with an acceleration voltage of 110 kV and a power of 9 W was used. The DCT data was collected 

in projection geometry with the sample placed 14 mm from the source and 246 mm from the flat panel 

CMOS detector. To constrain the beam onto a limited illuminated volume in the sample, an aperture of 

size 375 × 375 μm² was used. A beamstop of 20 × 20 mm² was placed between the sample and the 

detector to block directly transmitted X-rays and enhance the diffraction signals. The Helical Phyllotaxis 

HART acquisition strategy adapted to plate-like specimens was used (Oddershede et al., 2022). In total, 

1792 diffraction projections were collected with an exposure time of 60 s and no binning.  The DCT 

scan was reconstructed using the Xnovo Technology GrainMapper3D™ 3.1 software (Bachmann et al., 

2019), resulting in a volume of 400 × 400 × 138 voxels of a size of 4 μm. 

ACT scans were then acquired in the lab tomograph, taking advantage of the contrast provided by the 

presence of intermetallic particles and pores in the material. For the ACT scans, an acceleration voltage 

of 60 kV and a power of 4 W were used. The setup, which uses the 4X detector, is visible on Figure 2.d. 

For each loading step, two scans with different resolutions were obtained: an overview scan with 

resolution 4.5 μm/pixel, to determine the precise specimen geometry and measure displacement with 

an optical extensometer; and a high-resolution scan with resolution 0.8 μm/pixel, for correlation, as 

detailed in section 2.5. The parameters of the two configurations are provided in Table 3. 

To evaluate the uncertainty of displacement measurements by DIC, the undeformed specimen was 

scanned twice at both resolutions, with a vertical rigid body motion (RBM) of approximately 300 μm 

performed between the scans. 
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 Overview scan High-resolution scan 

Sample to source distance 26mm 12mm 

Sample to detector distance 13mm 39mm 

Binning 2 1 

Exposure time 2s 12s 

Number of projections 1601 3201 

Voxel size 4.5μm 0.8μm 

Table 3 – Acquisition parameters of the two configurations for ACT scans 

2.4. Alignment of DCT and ACT scans 

To ensure perfect alignment between the DCT and ACT scans, an image registration procedure was 

performed.  This is crucial when the goal is to carry out FE simulation based on the DCT polycrystal 

image, and to compare the results to the strain field measured by image correlation based on the ACT 

scans. To achieve this, we leveraged a comparison of the DCT and ACT data with EBSD and SEM imaging 

data of the sectioned post-mortem sample. This ultimately enabled a direct correlation of the 

measured grain map with the internal strain field obtained by p-DIC.  

The registration procedure involved the following steps, as illustrated in Figure 4:  

- 1: First, one-half of the post mortem specimen was sectioned in the region of the DCT-ROI, 

polished to a mirror-like quality and observed with two different techniques in a Nova 

NanoSEM 450 SEM leading to Figure 4.a images. A backscattered-electron (BSE) image was 

acquired with a voltage of 5 kV, revealing both the specimen surface roughness and the 

location of intermetallic particles, whilst the grains and their orientations were obtained with 

multi-field EBSD mapping carried out at 15 kV with a working distance of 12 mm. Indexation 

was performed with a step of 2 μm, which provided both an inverse pole figure (IPF) revealing 

grain orientations and an image quality (IQ) image on which the (non-diffracting) intermetallic 

particles are visible.  

- 2: Second, distortions between EBSD and BSE images were corrected by registering EBSD IQ 

and BSE images using the Fiji bUnwarpJ plugin (Arganda-Carreras et al., 2006; “bUnwarpJ,” 

2020). Some manually determined landmarks were added as inputs relying on surface 

roughness and intermetallic particles. 

- 3: Third, the Y-normal slice in the ACT post mortem scan corresponding to the section imaged 

by SEM was located in the scan, as shown in Figure 4.b. Subsequently, the registration between 

BSE image and ACT slice was performed using the Fiji bUnwarpJ plugin (Arganda-Carreras et 

al., 2006; “bUnwarpJ,” 2020). (To increase visibility of intermetallic particles, a 2D projection 

of the maximum grey level along the Y direction, in a 20 voxels – i.e.  16 µm – thick volume, 

was used for the ACT scan.) 

- 4: Then, the Y-normal slice in the ACT scan of the undeformed specimen corresponding to the 

SEM-imaged cut was located (see Figure 4.c) using the intermetallic particles present both in 

the post mortem scan and in the initial scan of the undeformed specimen. The displacement 

field between the undeformed and the post mortem specimen was measured using the Fiji 

bUnwarpJ plugin (Arganda-Carreras et al., 2006; “bUnwarpJ,” 2020). 

- 5: Next, the displacement field identified from step 1 to 4 was applied to the EBSD IPF image 

using again the Fiji bUnwarpJ plugin (Arganda-Carreras et al., 2006; “bUnwarpJ,” 2020). Thus, 

the grain information provided by the EBSD IPF image was given in the frame of the ACT scan 

of the undeformed sample, as can be seen on Figure 4.d. 

- 6: Further, based on the assumption that grains in the thicker area of the specimen were hardly 

deformed during the tensile test, the two scans (ACT and DCT) of the undeformed specimen 
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were aligned along the Y direction, by finding the slice in DCT scan corresponding to the grains 

visible in EBSD IPF. The determined slice in DCT scan is visible in Figure 4.f. 

- 7: Finally, the offsets between EBSD IPF image and DCT cut in X and Z directions were 

determined by minimizing mean square error in IPF colour space. The superposition of the 

EBSD and DCT data after alignment is shown in Figure 4.g. 

Note that Fiji bUnwarpJ plugin (Arganda-Carreras et al., 2006; “bUnwarpJ,” 2020) was only used for 

the alignment of DCT and ACT scans and was not involved in the deformation analysis. Deformation 

was measured by a commercial DIC code on projected 3D data (see section 2.5). Results are 

presented in section 4.1. 

 

Figure 4 – Methodology applied for the alignment registration of DCT and ACT scans of the 
undeformed specimen: a) SEM images (EBSD and BSE) of a cut in the post mortem specimen are used 
and registered to b) the corresponding slice in the ACT scan of the post mortem sample and to c) the 
corresponding slice in the ACT scan of the undeformed sample; this leads to d) the EBSD IPF data in 

the frame of the ACT scan of the undeformed sample. ΔY alignment is found by identifying the f) DCT 
slice corresponding to EBSD IPF data of the post mortem cut and g) ΔX and ΔZ alignments are 

determined by minimizing mean square error between EBSD IPF and DCT data 
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2.5. Projection digital image correlation (p-DIC) 

The aim of this study is to compare measured strain field inside the material to CP-FE simulations of 

the real microstructure obtained by DCT and meshing. Ideally, i.e. if enough 3D image contrast was 

present and if the strain increments were small enough, we could use DVC to measure the full 3D strain 

field. However, the intermetallic particles only appeared with low contrast (small volume fraction, 0.64 

%) in the aluminium matrix (c.f. Figure 1.c), which made it very difficult to perform DVC. Alternatively, 

taking advantage of the plane strain condition along the width (Y axis) in the centre of the specimen, it 

was therefore decided here to use the “projection-DIC” (p-DIC) procedure, validated by Buljac et al. 

(2018) by comparison with DVC measurements. As shown on Figure 5.a, this method consisted in 

projecting the maximum grey level (i.e. closest to white and corresponding to intermetallic particles) 

found in a 3D volume onto a 2D image to enhance the contrast compared to a single 2D section of the 

tomography scan. Several projection distances from 20 to 50 voxels were investigated. The lowest 

projection distance providing sufficient contrast to obtain meaningful correlation results was found to 

be 40 voxels corresponding to 32 μm, which represented slightly less than the average grain size. This 

p-DIC technique also offered the advantage of reducing the negative effect of damage on correlation. 

Nucleation and growth of porosities indeed violate the hypothesis of grey level conservation required 

for DIC. By projecting the maximum grey value (i.e. close to white), the porosities (which are black in 

the 3D scan) did not appear on the 2D projection and thus did not affect correlation. The drawback of 

p-DIC was that only a 2D strain field could be obtained (in the material bulk) and not the full 3D field. 

 

Figure 5 – a) Projection-DIC method of bright contrast (particles) in the reconstructed scan along the 
plane strain direction illustrated on the initial ACT scan for the undeformed sample; b) Subset size 

utilized for DIC: 101 pixels = 81 μm 

2D local DIC was conducted on the 2D projected images, using the commercial software Vic-2D 7 

(Correlated Solutions) to measure the internal displacement and strain fields in the specimen. Because 

the specimen was highly deformed, correlation was performed incrementally. Specifically, each image 

was compared to the previous image rather than to the reference image. A subset size of 101 pixels (81 

μm) and a step size of 3 pixels (2.4 μm) were chosen; the subsets can be visualized on Figure 5.b. Hencky 

strain was computed with a 15 x 15 Gaussian smoothing (36 µm). 
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The measurement noise was evaluated by performing correlation on two projected images obtained 

from two distinct scans of the same undeformed specimen separated by a vertical rigid body 

displacement of approximately 300 μm. By applying the previously described DIC procedure, 

homogeneous vertical and lateral displacement fields of average values of 307 μm and 0.7 μm were 

measured, respectively, corresponding to the applied vertical rigid body motion. The strain standard 

deviation was found to be 0.7 %, indicating that the measured strain values were too noisy to measure 

elastic deformations, but were valid for the (large) plastic deformations of interest in this work. 

3. Numerical procedure 

All the numerical simulations presented in this article were conducted using the Z-set FE code (Z-set, 

2022). 

3.1. Macroscopic anisotropic plasticity model 

An initial simulation of the specimen with a macroscopic model was performed. It will be called 

“specimen simulation” for the rest of the article. Since the material presented an anisotropic plastic 

behaviour, the same model as Kong et al. (2023) with the yield function proposed by Bron and Besson 

(2004) was used. Equations of the model and identification of the parameters are detailed in appendix 

A. A view of the mesh composed of linear hexahedral elements (c3d8) with selective integration is 

visible on Figure 7.a. The finite strain formalism was used, and a displacement of 0.6 mm was applied 

between the pins with a speed of 0.002 mm/s. 

3.2. Crystal plasticity framework 

Aluminium being a FCC metal, cubic elasticity was considered, and plasticity could be explained at the 

crystal scale by dislocation sliding among its 12 octahedral slip systems. The morphology and mean 

orientation of each grain of the polycrystalline aggregate was known from the DCT scan. A finite 

element calculation could thus be performed on the meshed microstructure with known lattice 

orientation providing the initial value of the Schmid tensor �̰�𝑠 defined for each slip system s as: 

�̰�𝑠 = 𝑙𝑠⊗𝑛𝑠 

with 𝑙𝑠 the slip direction and 𝑛𝑠 the vector normal to the slip system 

A Meric-Cailletaud CP-FE model was chosen for this work (Méric et al., 1991). The finite strain 

formalism was used as the material is strained beyond 5 %. The multiplicative decomposition of the 

deformation gradient �̰� into an elastic part �̰� and a plastic part �̰� was thus considered: 

�̰� = �̰�. �̰� 

The resolved shear stress 𝜏𝑠 acting on a given slip system 𝑠 was determined by the Schmid law: 

𝜏𝑠 = �̰�: �̰�𝑠 

where �̰� is the Mandel tensor defined as: 

�̰� = �̰�𝑇 . �̰�. �̰�𝑒 

�̰�𝑒 is the second Piola-Kirchhoff stress tensor: 

�̰�𝑒 = 𝑑𝑒𝑡(�̰�) �̰�−1. �̰�. �̰�−𝑇 

where �̰� is the Cauchy stress tensor. 
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An elastoviscoplastic behaviour with nonlinear isotropic hardening and kinematic hardening was 

considered. 

The plastic slip rate �̇�𝑠 is related to the resolved shear stress via a Norton law: 

�̇�𝑠 = ⟨
|𝜏𝑠 − 𝑥𝑠| − 𝑟𝑠

𝐾
⟩

𝑛

𝑠𝑔𝑛(𝜏𝑠 − 𝑥𝑠) 

where 𝐾 and 𝑛 are two material viscosity parameters. Macaulay brackets 〈… 〉 describe a ramp function 

which only keeps the positive part. 

The cumulated plastic slip rate �̇�𝑠 is expressed as follows: 

�̇�𝑠 = |�̇�𝑠| 

𝑥𝑠 is the kinematic hardening expressed as follows: 

𝑥𝑠 = 𝑐𝛼𝑠 

�̇�𝑠 = �̇�𝑠 − 𝑑𝛼𝑠�̇�𝑠 

where 𝑑 is the hardening speed and 𝑐/𝑑 the hardening capacity. 

𝑟𝑠 is the isotropic hardening expressed as follows: 

𝑟𝑠 = 𝜏0 + Q∑ℎ𝑟𝑠(1 − 𝑒
−𝑏𝜈𝑟)

12

𝑟=1

 

where 𝜈𝑟 is the cumulated plastic slip on system 𝑟, 𝜏0 the critical resolved shear stress, Q the hardening 

capacity, 𝑏 the hardening speed and ℎ𝑟𝑠 the interaction matrix with six independent variables 

ℎ1,  ℎ2, … , ℎ6. 

3.3. Choice of material parameters 

The three independent terms of the stiffness tensor were taken from the work of Vallin et al. (2004) 

who determined the elastic constants of aluminium at ambient temperature (300 °K) to be 𝐶11 =

107.3 𝐺𝑃𝑎, 𝐶12 = 60.8 𝐺𝑃𝑎 and 𝐶44 = 28.3 𝐺𝑃𝑎. 

As the identification of the coefficients of the interaction matrix ℎ𝑟𝑠 is both difficult and time-

consuming, it was decided to use the coefficients presented in Table 4. They were adapted from the 

results of dislocation dynamics simulations carried out by Madec and Kubin (2017) for aluminium by 

only keeping three different values to account for the error in such simulations. 

ℎ1 ℎ2 ℎ3 ℎ4 ℎ5 ℎ6 
1.0 1.0 0.6 2.3 1.0 1.0 

Table 4 – Values of the interaction matrix coefficients 

The parameters 𝜏0, Q and 𝑏 of the isotropic hardening law,  𝑐 and 𝑑 of the kinematic hardening law as 

well as 𝐾 and 𝑛 of the viscosity Norton law were identified using the Z-opt optimization module of the 

Z-set FE code. Han (2012) found out that a polycrystalline aggregate comprising a sufficient number of 

cubic grains with random crystallographic orientations representative of the material provided an 

acceptable estimate of the homogenized behaviour of a representative elementary volume. It was 

therefore decided to identify parameters by minimizing the difference between experimental uniaxial 

tensile data and simulated response of a polycrystalline aggregate representative of the material at two 

different strain rates: 𝜀̇ = 1. 10−3 𝑠−1 and 𝜀̇ = 2.5. 10−4 𝑠−1. Reduced quadratic hexahedral elements 
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(c3d20r) were used for the simulation. A convergence analysis both in terms of number of grains and 

number of elements per grain was carried out leading to the choice of an aggregate of 125 cubic grains 

(5 x 5 x 5) with 8 elements per grain (2 x 2 x 2). This led to the identified values presented in Table 5. 

The material parameters identification is detailed in appendix C.  

𝝉𝟎 𝐐 𝒃 𝒄 𝒅 𝑲 𝒏 
45.32 21.80 14.21 384.96 33.86 5.67 3.70 
𝑀𝑃𝑎 𝑀𝑃𝑎 -  𝑀𝑃𝑎 -  𝑀𝑃𝑎. 𝑠1/𝑛 -  

Table 5 – Identified material parameters 

Viscosity parameters were found to be low values corresponding to the low strain rate sensitivity 

observed on the experimental data. It was also verified that kinematic hardening only helped to 

accurately capture the experimental behaviour without significantly outweighing isotropic hardening. 

The kinematic hardening contribution indeed represented 10 MPa. Note that two isotropic hardenings 

instead of the {isotropic + kinematic} formulation would have also worked and yield similar results. 

3.4. 3D CP-FE mesh and simulation 

Given the very large number of grains inside the sample, and to limit the size of the CP-FE simulations, 

it was decided to work on (3D) subvolumes with a thickness of 60 voxels (corresponding to 240 µm or 

six grains) along the Y direction, centred on specific slices of interest. Meshes of the microstructure 

were obtained using the open-source software Neper, following the general methodology described in 

Refs. (Quey et al., 2011; Quey and Renversade, 2017) and illustrated in Figure 6 for the subvolume 

located about slice y2 (as will be defined in Figure 8). The procedure to go from the DCT image of the 

full microstructure to a viable mesh of a subvolume involved several steps. Starting from the full DCT 

image of the polycrystal (Figure 6.a), the smallest grains (containing less than 27 voxels, i.e. with an 

equivalent diameter lower than 15 µm) were first removed, and the resulting voids were then simply 

filled by geometrical growth of the adjacent grains. The removed grains can be considered sufficiently 

small that they would not have influenced the main properties of the deformation field. A Laguerre 

tessellation was then obtained from the microstructure, which closely approximated the shapes of the 

grains (Figure 6.b). This was primarily done to later facilitate meshing, but it also allowed the filtering 

of any imperfections in the grain shape definition that might result from the experimental 

characterization. The full tessellation was then cut around the slice of interest (Figure 6.c and f). The 

smallest grains (containing less than 27 voxels) resulting from the cutting were again removed, and 

regularization was applied to remove the smallest edges and faces of the tessellation (Figure 6.d). 

Altogether, this allowed us to obtain a mesh of the microstructure comprised of high-quality quadratic 

tetrahedral elements (c3d10) (Figure 6.e and f), which was then used in CP-FE simulations. It was 

verified on the 125-grain polycrystal used for material calibration that the quadratic hexahedral 

elements (c3d20r) and the quadratic tetrahedral elements (c3d10) led to the same simulated 

mechanical response. 

Both the intermetallic particles and voids were intentionally not meshed. The aim of the study was 

indeed to investigate the effects of grains, which was made possible here by dissociating them from 

the effects of intermetallic particles and voids. Furthermore, several considerations suggest that the 

particles and voids have very little effect on the strain heterogeneity. This is at least the result of a study 

which compared two 2D CP-FE simulations with and without the presence of elastic particles 

(Morgeneyer et al., 2021). Besides, damage measurements in the core of the specimen have shown 

that damage is quite low and only increases after the maximum load (see appendix D) meaning that its 

role in the strain heterogeneity onset was negligible. 
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Figure 6 – Meshing methodology illustrated for the polycrystalline aggregate around slice y2 (see 
Figure 8) using Neper (Quey et al., 2011; Quey and Renversade, 2017). (a) full DCT image of the 

polycrystal and (b) corresponding tessellation. Zoom illustrating the various intermediate steps: (c) 
cropped tessellation about the slice of interest, (d) cleaned and regularized tessellation, and (e) 

meshed subvolume. This results in the (f) final meshed subvolume about the slice of interest (shown in 
red) 

The boundary conditions applied to the FE mesh are described in Figure 7. To ensure that the conditions 

applied in the polycrystal deformation simulation were as close as possible to the experimental ones 

for the considered specimen shape, a “submodel” method was used. The method consists of using a 

simulation of the deformation of the entire plane strain specimen (the “specimen simulation”) to 

determine the boundary conditions of the submodel simulation (the “polycrystal simulation”). The 

“specimen simulation” was carried out using a macroscopic plasticity model. The displacements on the 

boundary nodes of the “polycrystal simulation” were then obtained by interpolation from the 

displacements of the “specimen simulation”. More specifically, for faces “A” (see Figure 7.b), the Y 

displacements were imposed, which corresponded to the near plane strain condition, while the X and 

Z displacements were left free.  This allowed for the development of strain heterogeneities at the grain 

scale, which would not have been possible if all components of the displacement field were imposed. 

For faces called “B”, all X, Y and Z displacements were imposed from the “specimen simulation”. Finally, 

the faces where specimen thickness was reduced were left free, consistently with the experimental 

conditions. 

As presented in appendix E, it was verified that the central ROIs of the three simulated polycrystalline 

aggregates around y1, y2 and y3 satisfied the fixed plane strain criterion: |𝜀𝑧𝑧/𝜀𝑦𝑦| > 10. 
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Figure 7 – Definition of the boundary conditions for the CP-FE simulation on the polycrystalline 
aggregate: a) a FE simulation with macroscopic anisotropic plasticity model on the full plane strain 
specimen was used to provide displacements to be imposed on the b) submodel polycrystal CP-FE 

boundary nodes. 

4. Results 

4.1. Experimental strain field evolution and comparison with macroscopic anisotropic 

plasticity model simulation results 

The evolution of the internal strain fields was investigated with the p-DIC technique (described in 

section 2.5) on three different sections located, as can be seen in Figure 8 in the central region of the 

specimen that was verified to be close to plane strain state. Slice y1 is located 284 µm from the central 

slice on the negative side and sections y2 and y3 are, respectively, located 59 µm and 398 µm from the 

central slice on the positive side. Figure 8 presents the evolution of the Hencky 𝜀𝑧𝑧 strain field along 

the tensile direction for five steps of the in situ test and their correlation with the location of the final 

fracture, which was determined from the post mortem scan. 
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Figure 8 – Evolution of the internal accumulated strain field along the loading direction, 𝜀𝑧𝑧, measured 
by projection-DIC compared to the location of final fracture determined with the post mortem scan 

for 3 sections located in the plane strain region of the specimen. The Hencky strain fields are displayed 
in the deformed configuration. 

As soon as plasticity set in, that is to say from ACT scan number 2 (see location on mechanical curve in 

Figure 3), a heterogeneous strain field was measured with p-DIC. In the three investigated sections, the 

early strain heterogeneities remained stable spatially during the experiment and the location of the 

maximum strain was consistent with final fracture location. Strain heterogeneities appeared in form of 

slanted strained bands that competed with each other before strain localized on one or more of them. 

On section y1, three slanted bands oriented towards the upper left and two slanted bands oriented 

towards the upper right were visible at early stages. The strain then localized on the two slanted bands 

oriented towards the upper right with fracture occurring on a path connecting these two bands. For 

section y2, three slanted bands oriented towards the upper left and three slanted bands oriented 

towards the upper right competed with a similar intensity. Fracture finally occurred along a path linking 

the two upper slanted bands oriented towards the upper right. For section y3, several bands can be 

seen, but two bands forming a “V” emerge from the early stages and strain localization as well as 

fracture follow this V-shaped path, thereby showing the clear link between early strain heterogeneity 

and final crack path. 

In Figure 9, strain heterogeneities are examined in more detail for section y2 using line profiles. The 

figure shows the evolution of εzz Hencky strain along a white and a cyan line on this section. The strain 
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profiles measured by p-DIC were directly compared with the corresponding strain profiles obtained 

from a numerical simulation using a Bron-Besson material model (Bron and Besson, 2004).  

 

Figure 9 – Comparison of the 𝜀𝑧𝑧 field obtained by a) macroscopic anisotropic simulation and b) p-DIC 
measurement at step 11 in reference configuration for slice y2. A white and a cyan line profiles are 

defined and their locations are displayed on a) and b); A comparison of the evolution of 𝜀𝑧𝑧 measured 
by p-DIC (solid line) and simulated with a Bron-Besson model (dashed line) is presented along c) the 

white line profile and d) the cyan line profile. 

From step 2, i.e. from the start of plasticity, the strain profiles measured by p-DIC were heterogeneous 

with local maxima corresponding to the bands observed in Figure 8. These bands remained stable in 

space during the entire loading history. They had a width of 70-80 µm and were separated by 100 to 

150 µm. This is to be compared with the material characteristics but also to the p-DIC parameters. The 

band widths were thus similar to twice the average grain size of 40 µm but also to the subset size of 81 

μm used for correlation. The interpolated strain field data were nonetheless obtained with a resolution 

of 2.4 μm corresponding to the correlation step size so the comparison with the grain size seems 

relevant. 

The out-of-band strain level was slightly lower than the strain simulated with Bron-Besson behaviour 

whilst the in-band strain level was significantly higher. Overall, the  εzz strain ratio inside and outside 

the bands was such that: 
𝜀𝑧𝑧
𝑖𝑛𝑠𝑖𝑑𝑒 𝑏𝑎𝑛𝑑

𝜀𝑧𝑧
𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑏𝑎𝑛𝑑 ∈ [1.2,1.7]. This ratio was lower than those of 2 and later 2.5-3 

found by Morgeneyer et al. (Morgeneyer et al., 2021) but this may have been due to the present use 
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of Hencky strain, which is logarithmic, unlike the Green-Lagrange strain used in the study of 

Morgeneyer et al. Also, the strain measure noise was estimated to 0.7 % for one step but as incremental 

correlation was used here, the error may be cumulated meaning that 0.007 would be a lower estimate 

of the measurement error.  

The measured strain heterogeneities were not reproduced by the macroscopic anisotropic plasticity 

model simulation which encourages further investigation on the effects of the grain structure. 

4.2. Comparison with strain field from CP-FE calculation 

3D CP-FE simulations were performed following the method described in section 3. The strain fields in 

the polycrystalline aggregates around the previously defined slices y1, y2 and y3 were compared to the 

p-DIC measurements as can be seen on Figure 10. 
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Figure 10 – Comparison of the evolution of the internal accumulated strain field 𝜀𝑧𝑧 in loading 
direction measured by p-DIC and calculated with 3D CP-FE simulations for the three sections y1, y2 

and y3. The Hencky strain fields are displayed in the reference configuration. 

CP-FE simulations predicted strain heterogeneities of the same magnitude as those measured with p-

DIC. The location of “hot spots” were also in good agreement between the measured and simulated 

strain fields, especially for slices y1 and y3. For slice y1, the strain heterogeneity obtained with the CP-

FE simulation was similar to the one obtained with p-DIC measurements. For slice y2, the simulated 

strain heterogeneity pattern was similar to the one measured at early steps with similar strain bands. 

However, for this slice, strain localization did not occur at the same location between the simulation 
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and the measurement. The reasons for this are unclear but may relate to the approximations made to 

generate a mesh of the microstructure in this specific region. For slice y3, the V-shaped area where 

strain was measured to be maximum and to coincide with the fracture location was well predicted in 

the CP-FE simulation. Some other less active strain bands were also found to coincide p-DIC and CP-FE 

simulation results. 

To investigate the strain heterogeneities further, the strain fields obtained by CP-FE simulation and 

measured by p-DIC were compared along profile lines as can be seen on Figure 11 for slice y3.  

 

Figure 11 – Comparison of the accumulated 𝜀𝑧𝑧 field along the loading direction obtained by a) CP-FE 
simulation and b) p-DIC measurement at step 11 in the reference configuration for slice y3. A white 

and a cyan line profiles are defined and their locations are displayed on a) and b). A comparison of the 
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evolution of 𝜀𝑧𝑧 on the white profile is presented between the c) CP-FE simulation and the d) p-DIC 
measurement. The comparison is also presented on the cyan line profile between the e) CP-FE 

simulation and the f) p-DIC measurement. 

The strain profiles obtained for CP-FE simulation (see Figure 11.c and e) reveal some strain 

heterogeneities with local maxima corresponding to strain bands. Like for the p-DIC measurements, 

these bands remained stable in space during the entire loading history. 

The strain profiles along the vertical white line (see Figure 11.c and d) show a good correspondence 

between the CP-FE simulation results and the p-DIC measurements. Nonetheless, the simulated bands 

were sharper than the ones measured with p-DIC, with a width of around 40 µm and a higher εzz strain 

ratio inside and outside the bands: 
𝜀𝑧𝑧
𝑖𝑛𝑠𝑖𝑑𝑒 𝑏𝑎𝑛𝑑

𝜀𝑧𝑧
𝑜𝑢𝑡𝑠𝑖𝑑𝑒 𝑏𝑎𝑛𝑑 ∈ [1.3,2.0]. This may be attributed to higher spatial 

resolutions of the CP-FE simulation compared to the p-DIC method. 

The strain profiles along the cyan line profile (see Figure 11.e and f) show poorer agreement between 

the simulation and experimental results. However, the band characteristics (width, spacing, strain ratio 

inside and outside the bands) are the same as for the white profile. 

Finally, a quantitative comparison of the average strain εzz per grain obtained with CP-FE simulation 

and from p-DIC measurements was performed. Figure 12 summarizes the evolution over several load 

steps of this comparison for the three investigated slices y1, y2 and y3. 

 

Figure 12 – Comparison of the simulated (CP-FE) and measured (p-DIC) average 𝜀𝑧𝑧 per grain for the 
three slices y1, y2 and y3 investigated as it evolves over several load steps. 

A strong correlation can be seen in the comparison trends, in particular from loading step 3 and 

onwards. The Pearson correlation coefficient was measured and it was found to increase with strain: 

at step 2, r ∈ [0.73, 0.81] with p < 1.10−84, at step 3, r ∈ [0.87, 0.91] with p < 1.10−142 and it slowly 

increased with strain up to step 11 where r ∈ [0.92, 0.93] with p < 1.10−172. 
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5. Discussion 

A strain heterogeneity pattern in the form of spatially stable slanted bands was revealed by p-DIC 

measurements for the deformed 6016 T4 aluminium alloy.  The heterogeneities developing at the 

beginning of plastic deformation were found to persist and continue to develop with straining, and to 

control the ultimate development of fracture. The fracture path systematically followed the bands of 

maximum strain. These results are in line with what was already observed for other aluminium alloys 

like AA2198 T8R (Morgeneyer et al., 2014), AA2198 T3 (Buljac et al., 2018), AA2139 T3 (Morgeneyer et 

al., 2016) and AA7075 T651 (Morgeneyer et al., 2021). The spatially stable bands are also in agreement 

with the findings of Kobayashi et al., who observed that grains deforming much at the onset of plasticity 

continue to do so (Kobayashi et al., 2022). A future work examining the crystallographic data acquired 

during this study is expected to lead to a better understanding of the factors responsible for the 

tendency of certain grains to deform more than others, based on different criteria like grain size or slip 

systems orientations. 

It is important to distinguish between strain heterogeneity, which takes here the form of slanted 

strained bands, and strain localization bands. In the sense of continuum mechanics, localization bands 

indeed correspond to a situation where the deformation only occurs in the band and the material 

outside the band is no longer deformed plastically or is even unloaded. This is the step right before 

fracture. In the present study, the slanted strained bands observed from the early stages were strain 

heterogeneity since the material outside the bands continued to deform plastically. However, this 

heterogeneity seems to have been a precursor of the final strain localization and fracture since it 

occurred where there initially was a slanted strained band.  

The heterogeneity measured for AA6016 T4, however, seems smaller than measured in previously 

investigated alloys. The ratio of the strain within the bands to that in the surrounding material was 

indeed measured to be between 1.2 and 1.7 whereas it was of the order of 1.5-2 for the other materials 

(Buljac et al., 2018; Morgeneyer et al., 2014, 2016) and even 2.5-3 for AA7075 T651 when strain 

localization occurred in the last loading steps (Morgeneyer et al., 2021). As already mentioned, a 

possible explanation for this difference in ratios could be the use of the Hencky strain, which is a 

logarithmic measure, in contrast to the Green-Lagrange strain used in the other studies. However, this 

logarithmic value does not alone explain the difference with the 2.5-3 ratio found for AA7075 T651. It 

is actually remarkable to find strain heterogeneity for such a material with high hardening capacity and 

small equiaxed grains inducing low to moderate anisotropy. 

The origins of the experimentally measured slanted bands were investigated by performing numerical 

simulations. As anticipated, the macroscopic anisotropic plasticity model simulation did not reproduce 

the local strain heterogeneity, which motivated the study of the effects of polycrystalline 

microstructure. The originality of the current work lies in the non-destructive acquisition of the grain 

structure in the central ROI of the undeformed specimen. These data, acquired by lab-based DCT, were 

used as an input for 3D CP-FE simulations.  

Multimodal experiments are more and more used to study deformation localization (Stinville et al., 

2023) and are very promising but this comes with the challenge of data fusion that, if not carried out 

carefully, may yield wrong results and conclusions. Here, particular care was paid to managing the 

multiple error sources involved when using multimodal data. To enable a one-to-one comparison 

between p-DIC measurements and CP-FE simulations, a registration of DCT and ACT scans was 

performed as presented in section 2.4 by BSE and EBSD on a post mortem section with second phase 

particles used as fiducials for registration. The local frames to express the crystal orientations between 

EBSD, DCT and CP-FE were handled by means of the pymicro package (Marano et al., 2024). The post 
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mortem EBSD cross section appeared to be a valuable verification step and allowed building additional 

confidence in our findings. 

In the end, the 3D CP-FE simulations reproduced the measured collective deformation behaviour of the 

polycrystalline aggregate very well. Hot spots are indeed in good agreement between the measured 

and simulated strain fields with the same magnitude of strain. A strong correlation is also found in the 

comparison of simulated and experimental average 𝜀𝑧𝑧 per grain. These results suggest that 

polycrystalline effects are of first order importance for strain heterogeneity, which precedes strain 

localization and failure path. Whether another CP-FE model would have produced the same results was 

not tested in the present work but the authors assume that a properly calibrated CP-FE model would 

be able to reproduce the results. This could be investigated in future work. 

It should be noted here that several factors affect the comparison between measured and simulated 

average strain values. Even if the microstructure is accurately described, discrepancies remain either 

from the lab-based DCT reconstructions or in the approximation made in the meshing step. 

Experimental measurements by p-DIC average the strain over a certain distance which can also 

introduce some errors. It was further verified – as presented in Figure 13 for slice y1 – that simulation 

results obtained with random orientations instead of those measured by DCT did not provide a similar 

strain field. This gives real confidence in using the CP-FE simulations to study strain localization at the 

scale of the grains.  

 

Figure 13 – Comparison of the internal accumulated strain field 𝜀𝑧𝑧 in loading direction obtained for 
section y1 at step 11 with different methods: a) measured by p-DIC, b) calculated with 3D CP-FE with 
orientations measured by DCT and c) calculated with 3D CP-FE with random orientations drawn from 
the DCT measures. The Hencky strain fields are displayed in the reference configuration with the grain 

boundaries represented in black solid lines. 

How various parameters like the grain size, shape or orientation independently affect the strain 

heterogeneity was investigated by Kobayashi et al. (Kobayashi et al., 2022), but no evident conclusion 

could be drawn. The strength of CP-FE simulations lies in their ability to address the complexity of the 

problem, by accounting for neighbouring effects. A longer-term perspective could be to use CP-FE 

simulations to understand the effect of microstructure (grain size, nature of grain boundaries, …) or 

micro-texture on macroscopic ductility and its anisotropy. The alloys’ microstructure could then be 

tuned accordingly to optimize their formability. 

The authors wish to draw attention to the importance of the choice of hardening parameters and 

boundary conditions for CP-FE simulations. The finite strains formalism as well as the identification of 
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hardening parameters up to large strain were found to be essential to reproduce the experimentally 

measured strain field. Also, applying the displacements calculated in the macroscopic simulation as 

boundary conditions for the CP-FE simulation helped a lot compared with more basic boundary 

conditions tested previously. Damage softening can also play a role at late stages of deformation. The 

physical damage evolution could be measured on the present data in a future work and a damage 

evolution rule may be included (Frodal et al., 2021). 

As p-DIC was performed by taking advantage of the presence of more absorbing intermetallic particles, 

the measurement resolution was directly limited by the amount of visible particles. In the present 

study, the strain field was thus observed at the mesoscopic scale and could not be measured at the 

intragranular scale. However, by increasing the resolution of ACT scans, more intermetallic particles 

including smaller ones could be imaged, thus enabling higher-resolution strain field measurement. This 

could be achieved by using X-ray phase contrast nanotomography, which can reach a resolution of 50 

nm (Hurst et al., 2023; Martinez-Criado et al., 2016). 

6. Conclusion 

This study finds for the first time strong correlations between measured internal strain field and CP-FE 

prediction on the 3D grain structure obtained by tomography. Taking advantage of correlative 

multimodal tomography data, the strain heterogeneities and their link with the polycrystalline 

structure have been investigated in a miniaturized plane strain tensile specimen made of AA6016 T4. 

The sample was first imaged non-destructively with lab-based DCT to provide the meshed grain 

structure used for 3D CP-FE simulations. ACT scans were then acquired in the same ROI during in situ 

loading, providing information of the internal contrast caused by intermetallic particles. Taking 

advantage of this natural speckle inside the material, p-DIC was performed, which in turn revealed 

early strain heterogeneities in form of slanted strained bands occurring before maximum load. Strain 

bands exhibiting the highest strains were observed to remain spatially stable and coincided with the 

final fracture location. The ratio of strain inside to outside the band was determined to be between 1.2 

and 1.7 and the bands were found to be 70-80 µm wide and spaced from 100 to 150 µm. A macroscopic 

anisotropic plasticity model was found to not reproduce the measured heterogeneity, which motivated 

accounting for crystallographic effects through CP-FE simulations based on the real microstructure. 3D 

slabs of polycrystalline aggregates with three to four grains across the plane strain direction were 

meshed with the Neper software using Laguerre tessellation for three slices of interest inside the 

specimen based on the DCT scan information of the undeformed sample. The strain fields obtained by 

these experimentally driven CP-FE calculations were directly compared to those measured by p-DIC 

revealing a good match of hot spots and a similar strain magnitude. A strong statistical correlation was 

also found between the measured and CP-FE predicted average strain per grain in loading direction. 

This supports the hypothesis that crystallographic effects are responsible for early strain 

heterogeneities, which precede localization and the final failure path. It also promotes the use of CP-

FE simulations based on the real arrangement of grain orientations to study the effects of grains on 

strain heterogeneity leading to localization and final fracture, for example to optimize aluminium alloy 

formability. 
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Appendices 

A. Macroscopic anisotropic plasticity model and identification of parameters 

The yield surface proposed by Bron et al. (Bron and Besson, 2004) is expressed as follows: 

𝜙 = �̅� −  𝑅(𝑝) 

�̅� is an equivalent stress defined as follows: 

�̅� = (𝛼�̅�1
𝑎 + (1 − 𝛼)�̅�2
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where 𝛼 and 𝑎 are two material parameters influencing the shape of the yield surface and 𝑆𝑖=1−3
𝑘  are 

the principal values of a modified stress deviator �̰�𝑘: 

�̰�𝑘 = �̰̰�𝑘: �̰� 
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𝑐5
𝑘and 𝑐6

𝑘 are set to 1 as the work focuses on thin sheets. 

𝑅(𝑝) corresponds to the non linear isotropic hardening expressed as a function of the accumulated 

plastic strain 𝑝: 

𝑅(𝑝) = 𝑅𝑂[1 + 𝐾1(1 − 𝑒
−𝑏1𝑝) + 𝐾2(1 − 𝑒

−𝑏2𝑝)] 

where 𝑅𝑂 is the yield strength, 𝐾1 and 𝐾2the hardening capacities and 𝑏1 and 𝑏2 the hardening speeds. 

The material parameters were identified by optimization on single element calculations to reproduce 

experimental data from uniaxial tensile (UT) tests that were performed in seven different directions 

ranging from the rolling direction L to the transverse direction T. First, the hardening parameters were 

estimated only by considering the stress response of the UT test in the rolling direction with a Von 

Mises yield criterion. Then, the hardening parameters were fixed, and the plastic anisotropy 

parameters were estimated through an optimization on the seven UT tests both in terms of stress and 

plastic strain (Lankford coefficients) response. A final optimization step on the seven UT tests enabled 

refining the identification of the hardening and plastic anisotropy parameters that are given in Table A. 

1 and Table A. 2 respectively. Figure A. 1 shows a comparison of the UT experimental data with the 

simulated results using the identified model. 

𝑹𝑶 (𝑴𝑷𝒂) 𝑲𝟏 𝒃𝟏 𝑲𝟐 𝒃𝟐 
62.93 0.48 381.64 2.34 7.46 

Table A. 1 – Identified hardening parameters 

𝑎 𝛼 𝑐1
1 𝑐2

1 𝑐3
1 𝑐4

1 𝑐5
1 𝑐6

1 𝑐1
2 𝑐2

2 𝑐3
2 𝑐4

2 𝑐5
2 𝑐6

2 
12 0.5 0.944 0.884 0.522 0.719 1.0 1.0 0.623 0.595 0.986 0.830 1.0 1.0 

Table A. 2 – Identified plastic anisotropy parameters 

 

Figure A. 1 – Comparison of UT experimental data and FE simulated results after optimization of the 
parameters of the Bron-Besson model: a) stress versus strain (note: the y-axis starts at 100 MPa for a 
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better visibility of the curves); b) Lankford coefficients 𝑟 for the different tested directions of the metal 
sheet. 

The relevance of the identified parameters was verified by comparing the model’s predictions with 

available experimental data for different types of specimens including notched tension (NT6 and NT20), 

central hole (CH) and shear (SH). As shown on Figure A. 2, the calculated predictions were found to be 

very close to experimental data. 

 

Figure A. 2 – Comparison of experimental (dashed lines) and numerically-predicted (solid lines) load-
displacement curves for 4 specimen geometries: a) NT20, b) NT6, c) CH and d) SH. For each geometry, 

3 directions of the metal sheet are tested: 0°: rolling, 45°: diagonal and 90°: transverse. 

B. Experimental plane strain validation 

The specimen geometry, designed with the help of FE simulations, was validated experimentally by 

means of a tensile test instrumented with DIC. A speckle was applied with an airbrush on the surface 

of the specimen and images were acquired continuously with a frequency of 1 Hz during the tensile 

test with pin displacement speed of 2 μm/s. The strain field was measured with the VIC-2D software 

from Correlated Solution. Subset size was 75 pixels corresponding to 141 μm, step size was 10 pixels 

and Lagrange strain was measured with filter size 15. The measured |𝜀𝑧𝑧/𝜀𝑦𝑦| field is displayed on 

Figure B. 1 for two instants of the test. As soon as plasticity occurs, the central ROI was found to be in 

plane strain as it verified the fixed criterion |𝜀𝑧𝑧/𝜀𝑦𝑦| > 10 , and fracture initiated in this area, which 

validated the specimen geometry. 
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Figure B. 1 – |𝜀𝑧𝑧/𝜀𝑦𝑦| field obtained with surface DIC on the miniaturized plane strain tension 

specimen for a) step a and b) step b as described on the c) mechanical stress-strain curve; d) the strain 
path at the center of the specimen (defined by a white cross on figures a and b) verifies the plane 

strain criterion: |𝜀𝑧𝑧/𝜀𝑦𝑦| > 10.  

C. Material parameters identification for CP-FE simulation 

The identification of material parameters was carried out by optimizing the macroscopic response of a 

polycrystalline aggregate under uniaxial tension compared to experimental data. Following a 

convergence analysis, an aggregate of 125 cubic grains with 8 elements per grain was chosen. Random 

crystallographic orientations drawn from the DCT measurement, and thus representative of the 

material texture, were assigned to the cubic grains. Reduced quadratic hexahedral elements (c3d20r) 

were used for the simulation. 

The identification was performed in three steps: 

- A first estimation of the hardening parameters 𝜏0, Q, 𝑏, 𝑐 and 𝑑 was obtained by fixing the 

viscosity parameters to 𝐾 = 5 𝑀𝑃𝑎. 𝑠1/𝑛 and 𝑛 = 5. A unique strain rate of 𝜀̇ = 1. 10−3 𝑠−1 

was considered. 

- Then, the optimized 𝜏0, Q, 𝑏, 𝑐 and 𝑑 were fixed and viscosity parameters 𝐾 and 𝑛 were 

identified based on experimental data at two strain rates: 𝜀̇ = 1. 10−3 𝑠−1 and 𝜀̇ =

2.5. 10−4 𝑠−1. 

- Finally, the identified viscosity parameters 𝐾 and 𝑛 were fixed to refine the optimization of 

hardening parameters 𝜏0, Q, 𝑏, 𝑐 and 𝑑, only considering the strain rate: of 𝜀̇ = 1. 10−3 𝑠−1. 

Figure C. 1 presents the comparison of the stress-strain curve simulated for the aggregate with 

optimized parameters (black lines) with the experimental data (colored crosses). The simulated curves 

match well the experimental data, but the comparison is only available for strains up to 25 % as there 

is no available experimental data beyond this point. 
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Figure C. 1 – Validity assessment of identified material parameters for CP-FE simulations:  comparison 
of the CP-FE-simulated macroscopic response of a 125-grain aggregate (black lines) with experimental 

data (colored crosses) for two different strain rates 

D. Damage measurement 

The damage evolution was measured using the high-resolution ACT scans. This for, a same 

parallelepiped volume located in the core of the specimen and covering 352.8 x 680.8 x 332.8 µm3 on 

the initial scan was tracked. The grey levels contained in this sub-volume were then segmented using 

a region growing method, with two “seed” and “growth” thresholds, to identify the voxels 

corresponding to porosities. As greyscale distributions vary from one scan to another, seed and growth 

thresholds were determined manually for each scan with help of Fiji. The accuracy of the segmentation 

method depending essentially on the choice of the thresholds and the images being coded on 16 bits, 

i.e. with 65536 grey levels, it was determined by eye that the error on the chosen thresholds was ±150. 

To evaluate the measurement error, two "boundary" cases were therefore segmented for each scan 

with thresholds decreased and increased by 150. The void volumic content was then simply measured 

as the ratio of the volume of detected porosities over the total volume of the scan. Its evolution is 

shown on Figure D. 1, where one can see that the damage only increases from step 7 and remains 

rather low. 

 

Figure D. 1 – Evolution of the void volumic content in the core of the plane strain tensile specimen. The 
error bars result from measurements performed on scans segmented with thresholds at ± 150 out of 

the 65536 grey levels on which the images are coded. 
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E. Verification of the plane strain condition on the polycrystal simulation 

The boundary conditions imposed on the meshed polycrystalline aggregates being prescribed from 

the specimen simulation, a verification has been made here to determine how close the three 

simulated polycrystalline aggregates around y1, y2 and y3 are to plane strain. To this end, two 

extensometers defined in Figure E. 1.a were used to measure the deformation of the central ROI of 

the polycrystalline aggregates along Y and Z. The such measured strain paths are shown on Figure E. 

1.b, all verifying the plane strain criterion of |𝜀𝑧𝑧/𝜀𝑦𝑦| > 10. As expected, the polycrystalline 

aggregate around y2, which is closer to the core of the specimen, is closer to perfect plane strain with 

𝜀𝑦𝑦 = −1.42 % at the end of the simulation while it is of −1.76 % and −1.96 % for aggregates 

around y1 and y3 respectively. 

 

Figure E. 1 – Verification of the plane strain condition on the three polycrystal CP-FE simulations: a) 
definition of the extensometers used to assess the deformation of the central ROIs of the simulated 
aggregates; b) strain paths of the ROIs of the three polycrystal CP-FE simulations around y1, y2 and 

y3. 


